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Abstract

Growers often use alternations or mixtures of fungicides to slow
down the development of resistance to fungicides. However, within a
landscape, some growers will implement such resistance management
methods, whereas others do not, and may even apply solo components
of the resistance management program. We investigated whether growers
using solo components of resistant management programs affect the
durability of disease control in fields of those who implement fungicide
resistance management. We developed a spatially implicit semidiscrete
epidemiological model for the development of fungicide resistance. The
model simulates the development of epidemics of spot-form net blotch
disease, caused by the pathogen Pyrenophora teres f. maculata. The
landscape comprises three types of fields, grouped according to their
treatment program, with spore dispersal between fields early in the cropping
season. In one field type, a fungicide resistance management method is
implemented, whereas in the two others, it is not, with one of these field

types using a component of the fungicide resistance management program.
The output of the model suggests that the use of component fungicides
does affect the durability of disease control for growers using resistance
management programs. The magnitude of the effect depends on the
characteristics of the pathosystem, the degree of inoculum mixing between
fields, and the resistance management program being used. Additionally,
although increasing the amount of the solo component in the landscape
generally decreases the lifespan within which the resistance management
program provides effective control, situations exist where the lifespan may
be minimized at intermediate levels of the solo component fungicide.

Keywords: alternations, ascospores, conidia, DMI, fungicide effective life,
fungicide treatment programs, gene flow, Hordeum vulgarae, mixtures,
net blotch, Pyrenophora teres f. maculata, SDHI, solo, spatially implicit
semidiscrete epidemiological model

Alternations and mixtures (whether as a result of substituting
a fungicide and keeping the total fungicide dose of an applica-
tion program constant or adding a fungicide and increasing the
total dose; van den Bosch et al. 2014) of fungicides with differ-
ent modes of action (MOAs) are widely recognized as effective
resistance management methods. Consider, for example, a treat-
ment program consisting of two applications per season of a solo
fungicide A. Replacing one of these applications with a fungicide
with another MOA—resulting in an alternation—reduces the time
the pathogen is exposed to fungicide A and thereby reduces se-
lection for resistance to the MOA of fungicide A. Alternatively,
adding a mixing partner with another MOA to the solo fungicide
reduces the rate of growth of the epidemic, thereby reducing the
rate of increase in the frequency of the resistance to fungicide A
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(van den Bosch et al. 2014). An extensive review of the experi-
mental and theoretical evidence that alternation and mixtures are
effective resistance management methods is published in van den
Bosch et al. (2014). However, all the evidence accumulated so far
relates to cases where the pathogen population receives the same
treatment program in every field. No spores from a pathogen popu-
lation that has been under a different fungicide application program
enter the pathogen population under consideration. In other words,
the pathogen population under consideration is a closed population.
In practice, fungal spores can travel hundreds of meters up to 10 s
of kilometer distances through the air (Agrios 2005). For example,
ascospores of the pathogen Zymoseptoria tritici, causing Septoria
blotch on wheat, and Pyrenophora teres f. maculata, causing spot-
form net blotch on barley, produced at the start of the crop-growing
season travel easily between fields.

Within the limits set by a regulator, growers can decide which
fungicide application program they use, independent of other grow-
ers. This results in a mosaic of treatment programs throughout the
landscape. Many growers will follow general resistance manage-
ment advice and use mixtures or alternations. However, there will
always be some growers that do not use such resistance management
methods. There may be a range of reasons a grower would choose to
apply only a single fungicide to their fields, including the larger costs
of mixtures, lack of knowledge of resistance management advice,
and timing constraints. Spores produced by a pathogen population
in fields not following resistance management recommendations
are likely to reach nearby fields where growers use alternations
or mixtures as resistant management strategies. Whether growers
using single components of resistant management programs af-
fects the durability of disease control in the fields of growers using
alternations or mixtures is something that still needs to be explored.
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In this study, we explored the scenario described above, using
spot-form net blotch, caused by the pathogen P. teres f. maculata, on
barley systems in Western Australia as a case study. This pathogen
has emerged as a major disease of barley worldwide, probably as a
consequence of reduced or no-tillage practices and increased sus-
ceptibility of cultivars (Mathre et al. 1997; McLean et al. 2009;
Shipton et al. 1973). Spot-form net blotch can cause typical yield
losses of 10 to 40% (Mathre et al. 1997; Murray and Brennan
2010). Epidemics are initiated at the start of each growing season
by initial inoculum, which consists of both sexually produced as-
cospores from stubble infected at the end of the previous season, and
asexual conidia from stubble and other volunteer host plants. Subse-
quent secondary cycles during the crop-growing season are driven
by conidia. P. teres f. maculata lesions initially develop through
biotroph-like growth but then switch quickly to necrotrophic growth
(Backes et al. 2021), and the production of spores takes place in dead
leaf tissue (Shipton et al. 1973).

For many important diseases, fungicide applications remain the
main method of disease control. A wide range of fungicide MOAs
are applied to control spot-form net blotch, including quinone-
outside inhibitor fungicides (QoIs), dicarboximides, demethylation
inhibitors (DMIs, a group containing most azoles), and succinate
dehydrogenase inhibitors (SDHIs). In less productive areas, with
lower annual rainfall, growers typically apply one foliar applica-
tion of fungicide in a growing season. In higher yielding areas,
with higher annual rainfall, growers normally use two foliar appli-
cations. These foliar applications are often tank or preformulated
mixtures, but growers sometimes decide to use a solo fungicide on
the basis of cost or other considerations. For example, an applica-
tion of propiconazole costs on average $6/ha. The price of the spray
per hectare might easily be doubled when growers try to protect
the azole from eroding in efficacy by tank mixing with azoxys-
trobin, for example. The introduction of the SDHI fluxapyroxad
as a seed treatment improved the control of spot-form net blotch
significantly (McLean and Hollaway 2019). The application of an
SDHI seed treatment together with propiconazole foliar applica-
tions is a commonly used alternation of SDHI and azole fungicides.
The combination of SDHIs and propiconazole is widely utilized
among barley growers, as it is the most cost-effective approach to
the chemical management of net blotch and other pathogens. The
seed dressing SDHI has demonstrated a long-lasting disease con-
trol effect that allows growers to delay the application of a foliar
fungicide.

The use of fungicides exerts selection pressures on the pathogen
population, leading to the evolution of pathogen strains with reduced
sensitivity to them. As with many pathogens, this has happened
with net blotch. Resistance to the fungicide propiconazole devel-
oped in spot-form net blotch in the field in two ways. An insertion
in the promoter region of the gene coding for Cyp51 developed that
has a reduced sensitivity to propiconazole. Strains have also devel-
oped that have mutations in the coding region of the gene. These
strains also have a reduced sensitivity to propiconazole (Mair et al.
2016, 2020). Subsequently, strains have been found with both the
insertion and the mutation that have a high level of resistance to
propiconazole (Mair et al. 2016, 2020). The strains with low levels
of resistance are still sensitive to azoles to such an extent that no
loss of efficacy was observed in the field. A study by van den Bosch
et al. (2023) also showed that these resistant strains do not affect the
yield and cost due to the disease in any significant way. We there-
fore only consider the highly resistant strains in our model. These
highly resistant strains do affect field performance and even result
in the azole fungicide propiconazole no longer being economically
justified once this strain has come to dominate the population (van
den Bosch et al. 2023). For the SDHI resistance, the situation is
very similar, with an intermediate resistant strain developing and a
highly resistant strain that does cause a high level of field failure
(observations by the authors). For the SDHI, we also only consider
the highly resistant strain.

In this paper, we present a spatially implicit semidiscrete epi-
demiological model of spot-form net blotch, in which epidemics of
spot-form net blotch develop within fields in a landscape, with fields
implementing one of three treatment programs and spore dispersal
between fields. One set of fields implements a resistance manage-
ment program, either an alternation or mixture, whereas another set
uses a solo component of that resistance management program (the
third set uses a treatment program with an alternative MOA and is
present to ensure a constant total field size within the landscape). By
varying the proportion of fields in the landscape using a component
of the resistance management strategy and measuring the effective
life of the disease control in the fields using mixtures/alternations,
we quantify the effect of component use on the durability of disease
control in those fields using mixtures/alternations as a resistance
management method.

Although spot-form net blotch controlled by the fungicides prop-
iconazole and fluxapyroxad is our study example, we examine
parameter values beyond this particular case to see how general-
izable the results are. Specifically, we use two sets of dose response
curves, one fit to the available data and one partially representing
the data, to create two cases: Case 1, where the treatment program
loses effective control (to be defined below) when resistance to both
fungicides has developed to high frequencies, and Case 2, where
effective control can be lost when resistance develops to only one
of the fungicides. We also consider the cases where there is more
sexual reproduction than typically seen in spot-form net blotch and
examine the effect of different amounts of inter-field spore mixing
on the results.

Materials and Methods
Overview of the model

Crop, pathogen, and fungicide dynamics. The model keeps track
of the host and the pathogen over a series of years/crop-growing
seasons, in three groups of fields. The years are numbered by n,
and the time within a year is denoted by t. Where possible, we
suppress the index n for clarity. The model consists of two phases,
within the growing season and between growing seasons. Within
each growing season, the model describes the development of the
barley canopy, with growth and senescence in thermal time. Initial
inoculum increases in density at the start of each growing season and
infects the growing crop canopy. Following infection with the initial
inoculum, several secondary pathogen cycles develop. The main
effect of the pathogen is a reduction in the green leaf area duration
of the crop and therewith the amount of assimilate available to build
up grain, thereby reducing yield. Control of the pathogen is carried
out with fungicides, and the fungicides we consider are systemic
fungicides, which affect the transmission rate of the pathogen (the
product of the sporulation rate and infection efficiency) and the
length of the latent period. Fungicide resistance is incorporated
into the model for two of these fungicides. Between seasons, the
pathogen survives over winter as inoculum on stubble from previous
crops and on volunteer plants in the area. The model was written as
a package in R, and the code is available on GitHub (Helps 2023).
A graphical representation of the model is given in Figure 1. State
variables are summarized in Table 1.

The spatial layout
There are three groups of fields, each receiving a different fungi-

cide treatment program, with a seed treatment and two foliar ap-
plications. The field groups will be denoted by index K. We will
suppress the index K where possible to avoid notational clutter.
We consider three fungicides: (i) an SDHI fungicide (parameter-
ized as fluxapyroxad), (ii) an azole fungicide (parameterized as
propiconazole), and (iii) another fungicide of further unspecified
nature.

We assume that field group 1 covers half the total area in the land-
scape and receives a fungicide resistance management program.
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This program is either (i) an alternation treatment where an SDHI
(fluxapyroxad) is used as seed treatment, an azole (propiconazole)
as the first foliar treatment, and a treatment with the third fungicide
to complete the program, or (ii) a mixture treatment with each fungi-
cide at half dose compared with when used solo, where mixtures of
SDHI and azole are used in the first foliar application and the seed
treatment, and second foliar applications use the third fungicide. In
field group 2, one of the fungicides to which resistance develops,
SDHI or azole, is used as a solo product in one application—when
the SDHI is used as the resistance management component, it is
applied as a seed treatment; when the azole is the resistance man-
agement component, it is applied as the first foliar application—and
the other two applications use the third fungicide. Field group 3 re-
ceives three applications of the third fungicide. Field group 3 is
present for the following reason: If we only include the first two
field groups, an increase in the number of growers using solo prod-
ucts would automatically decrease the number of growers using
alternations or mixtures. In that case, when evaluating the dynam-
ics in fields of group 1, we could not adjust the proportion of fields
in the landscape using resistance management and using compo-
nent or alternative products independently. By introducing the third
group of fields, we keep the number of growers in fields of group 1
constant. Our previous modeling work has been criticized for only
including the MOA of interest in simulations designed to simulate
the development of resistance to that MOA, leading to unrealistic
under-controlled pathogen epidemics where a different fungicide
would have been used. Moreover, in practice, a considerable frac-
tion of barley growers use a QoI and dicarboximide-based fungicide
program, which is represented by fields in group 3 using the third
fungicide. To account for this, we introduce a third fungicide to

our model, which we apply at times where a fungicide application
would normally take place but the fungicides under consideration
are not used. This third fungicide is thus only present to align the
treatment programs with practice. We do not consider the develop-
ment of resistance to this fungicide. The dose response curves of
this third fungicide are chosen to reflect folpet—a multisite to which
no resistance is known—which has recently been registered for use
in barley but is any fungicide used in the landscape that is neither
of the two under consideration in terms of resistance management.
The treatment programs are summarized in Table 2. We have chosen
the treatment programs to reflect the practically applied treatment
programs on barley against net blotch in Western Australia.

To investigate the effect of growers only using a solo product and
the third fungicide in their treatment program on the durability of
disease control for growers who use an alternation or a mixture, we
increase the area of field group 2 gradually from a fraction Z = 0
to Z = 0.5 (Fig. 2) and observe how this affects the durability of
control in field group 1.

Pathogen genotypes
We consider one mutation to a high level of resistance for each

of the fungicides propiconazole and fluxapyroxad. We thus have
to consider four pathogen strains: a strain susceptible to both
fungicides, SS; a strain sensitive to propiconazole and resistant to
fluxapyroxad, SR; a strain resistant to propiconazole and sensitive
to fluxapyroxad, RS; and a strain resistant to both, RR. We will
use SS, SR, RS, and RR as subscripts i,j in the model equations
to indicate the strain under consideration. Mutations can take place
in the genotypes. When a mutation occurs in one nucleus in one
cell of a pathogen lesion, this will have little effect on the genotype

Fig. 1. Graphical representation of the model.
H is the healthy canopy area, L is the canopy area
with latent infections, I is the canopy area with in-
fectious infections, and R is the amount of canopy
removed due to the disease or senescence. The dy-
namics are shown with no fungicides applied. The
inset graph shows the shape of the initial inoculum
curve over time.

TABLE 1. The four scenarios studied in the papera

Scenario Field group Seed treatment First foliar Second foliar

1. Alternation in field group 1, azole in field 2 1 Succinate dehydrogenase inhibitor (SDHI) Azole Third fungicide
2 Third fungicide Azole Third fungicide
3 Third fungicide Third fungicide Third fungicide

2. Alternation in field group 1, SDHI in field 2 1 SDHI Azole Third fungicide
2 SDHI Third fungicide Third fungicide
3 Third fungicide Third fungicide Third fungicide

3. Mixture in field group 1, azole in field 2 1 Third fungicide SDHI + azole Third fungicide
2 Third fungicide Azole Third fungicide
3 Third fungicide Third fungicide Third fungicide

4. Mixture in field group 1, SDHI in field 2 1 Third fungicide SDHI + azole Third fungicide
2 Third fungicide SDHI Third fungicide
3 Third fungicide Third fungicide Third fungicide

a Each scenario has a specific fungicide treatment program in each of the field groups.
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composition of the population, as in the vast majority of cases, this
mutant cell will not lead to the production of offspring because most
cells in a lesion do not produce spores. The way mutations lead to
offspring with a different genotype is when mutations take place in
spores/sporophores/etc. We therefore include a mutation rate in the
spore production and transmission terms.

Measuring durability
We measure the durability of a disease control program, in our

case a fungicide treatment program, using the effective life (van
den Bosch et al. 2014). The effective life is defined as the time
span between the introduction of the fungicide treatment program
and the moment effective disease control is lost due to the build-
up of resistance. We consider effective disease control to be lost
when disease-induced yield loss passes a preset threshold. It has
been established (Bingham et al. 2019) that for barley crops, the
healthy area duration (HAD, the healthy area integrated over time)
of the entire canopy (from sowing to harvest) is well correlated
with yield. This healthy area duration is a measure of the potential
total amount of carbon assimilation by the canopy during the entire
cropping season. We thus define effective disease control to be lost
when more than 10% of the healthy area duration is lost to disease.

Within growing season dynamics
Canopy dynamics. Following Milroy and Goyne (1995), we de-

scribe crop canopy growth over time with a logistic curve, and, later
on in the season, the senesced leaf area also increases logistically.
With the growth rate and the senescence rate denoted by g(t) and

Landscape

Fields of type 1:
implement a 

resistance 
management 

strategy

50% area
Fields of type 3:

control the 
pathogen with 

other fungicides

Fields of type 2:
use a single 

component of the 
resistance 

management 
strategy

Fig. 2. The structure of the landscape. There are three groups of fields. Fields
of type 1 receive the treatment with the two fungicides to which resistance is
developing. Fields of type 2 receive a treatment with one of the two fungicides
to which resistance is developing. Fields of type 3 receive treatments with the
third fungicide only. The black arrow indicates increasing or decreasing the area
of fields of type 2; this is the variable studied in the manuscript and plotted on
the x axis of Figures 5 and 6. Full treatment programs are in Table 2.

s(t), respectively, equation 1 describes the dynamics of the green
leaf area (H):

dH

dt
= g(t) − s(t) (1)

where we suppressed the field group index K, noting that canopy
dynamics in all field groups are the same. In equation 1,

g(t) = Hmaxre−r(t−mg)(
1 + e−r(t−mg)

)2

and

s(t) = Hmaxre−r(t−ms )

(
1 + e−r(t−ms )

)2

with Hmax being the maximum green canopy index, r the canopy
growth rate per unit canopy area, mg the time of onset of canopy
growth, and ms the time of onset of canopy senescence. Unlike in
Milroy and Goyne (1995), we have a shared rate of increase param-
eter, r, for both the growth rate and the senescence rate, as the fit
was sufficient with just one shared parameter. Note that g(t) and s(t)
are the total canopy rates of growth and senescence, not per capita
rates. The senescence term appears in the equation describing the
dynamics of the uninfected canopy area and the latently infected
canopy area but not in the equation of the infectious area, as sporu-
lation takes place on dead leaf tissue, and thus, senescence does not
affect this area.

The initial inoculum. The rate of deposition of initial inoculum
onto the crop per unit area, ψ(t), is described by a gamma-density-
like function in equation 2:

ψ(t) = �
tη−1e− t

λ

�(η)λη
(2)

where we have again suppressed the field group index K. � is the
total (time integrated) density of ascospores produced by one unit
of crop area, η is the shape parameter, and λ is the time scaling
parameter.

The genotype composition of the initial inoculum varies each
year, n. Denoting the fractions of each of the genotypes in the initial
inoculum in field group K in year n by θ(K)

ij n, where ij is SS, SR, RS,
or RR as described above, the rate of deposition of each genotype
at time t is described in equation 3, being the product of the rate
of deposition of all the initial inoculum at time t and the genotype
frequency of the initial inoculum in field group K in year n:

ψ
(K )
i j n(t) = θ

(K )
i j nψ

(K )(t) (3)

The frequency of the genotypes in the initial inoculum is made up of
spores resulting from asexual conidial clonal reproduction and those
from sexual reproduction from ascospores. The initial inoculum is
generated between growing seasons, when no crop is growing in the
fields. The dynamics between crop-growing seasons are explained
in a section below.

Dynamics of healthy, latent, and infectious area. The canopy
area is divided into healthy (uninfected), H(t); latently infected,
L(t); infectious/sporulating, I(t); and senesced, R(t). We describe

TABLE 2. State variables in the model

Symbol Variable

H Healthy area index
Li j Area index of the canopy that is latently infected by net blotch pathogen, specifically a strain that has alleles i and j
Ii j Area index of the canopy that is latently infected by net blotch pathogen, specifically a strain that has alleles i and j
R Area index of the canopy that has senesced or that is no longer infectious
Dl∈{a,s,3} The dose of fungicide l in the leaf canopy, where l may be the azole (a), the succinate dehydrogenase inhibitor (s), or the third fungicide (3)

θ
(K )
cl i j n−1 The genotype frequency of asexual clonal conidial spores in field K in year n − 1, the genotype consisting of alleles i and j

θ
(K )
se i j n−1 The genotype frequency of sexual ascospores in field K in year n − 1, the genotype consisting of alleles i and j
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the dynamics of these canopy areas without including mutations. In
the next paragraph, we explain how mutations are included.

As described in equation 1, the healthy canopy area increases
due to canopy growth and decreases due to canopy senescence. The
healthy area also decreases following infections from the initial
inoculum or secondary infections from the subsequent epidemic.
The rate of deposition of the initial inoculum is described by � ij,
and each unit of infectious leaf tissue, Iij, produces α spores per time
unit, where the indexes i and j refer to the alleles of each resistance
gene. The sum αIij + � ij thus denotes the total number of (asco- and
conidio-) spores of type ij deposited on the canopy per time unit.
Summing up over ij gives the total rate of deposition of pathogen
spores. A spore landing on the canopy has a probability equal to the
fraction of the canopy that is healthy, FH(t),

FH(t) = H

H + ∑
i jLi j + ∑

i j Ii j

to land on an uninfected piece of tissue. We assume here, as no
other information is available, that the probability of infection once
a spore has landed on a healthy piece of leaf tissue, the infection
efficacy βij, is the same for ascospores and conidiospores. Note, as
mentioned previously, that the infection efficiency depends on the
doses of the two fungicides, Da(t) and Ds(t), in the canopy at the
moment of infection. The equation modeling the dynamics of the
healthy area is therefore given in equation 4:

dH

dt
= g(t) − s(t)FH (t)

(4)

−
∑

i, j

(
βi j (Da(t), Ds(t))

(
αIi j + ψi j

))
FH (t)

The function s(t) is the total senescence rate and therefore needs to
be multiplied by the fraction of the canopy that is healthy to remove
the correct amount of healthy leaf area. Note that an assumption
here is that the growth rate of healthy canopy is not affected by the
disease. Disease mainly has the effect of reducing the photosyn-
thetically active canopy area. An experiment by Beed et al. (2007)
showed, using shading screens in the field, that canopy dynamics
are unaffected when the amount of incoming radiation is reduced
by up to 50%. This underpins our assumption.

The density of latent infected leaf area, which is divided between
the four genotypes, increases due to the infections on the healthy
leaf area and decreases due to lesions reaching the end of the latent
period and due to leaf area senescing. The mean length of the latent
period is given by 1/μ. The equation modeling the dynamics of the
latently infected leaf area is therefore given by equation 5:

dLi j

dt
= βi j (Da(t), Ds(t))

(
αIi j + ψi j

)
FH (t) −

(5)

μi j (Da(t), Ds(t)) Li j − s(t)FL (t)

where FL(t) is the fraction of the leaf area that is latently infected,∑
i jLi j

H + ∑
i jLi j + ∑

i j Ii j

Note that the latent period is dependent on the dose of the two
fungicides present in the canopy, μi j (Da(t), Ds(t)).

The density of infectious leaf area in the canopy increases when
latent lesions become infectious sporulating lesions and decreases
when infectious lesions reach the end of their infectious period. The
mean infectious period is 1/ω. Equation 6 describes the dynamics
of the infectious leaf area:

dIi j

dt
= μi j (Da(t), Ds(t)) Li j − ωIi j (6)

Mutations. Mutations from the sensitive to the resistant allele
take place at a rate ε. We assume the mutation rates to be equal and
independent for the azole and the SDHI resistance, as no informa-
tion on this quantity exists. The mutation rate of SS to RR is equal

to ε2. Therefore, altering the transmission rate according to Table 3,
the rate of change of the latent area index of SS strains is described
by equation 7:

dLSS

dt
=

⎛
⎜⎜⎝

(
1 − 2ε − ε2

)
βSS(Da(t), Ds(t))(αISS + ψSS) +

εβSR(Da(t), Ds(t))(αISR + ψSR ) +
εβRS(Da(t), Ds(t))(αIRS + ψRS) +
ε2βRR(Da(t), Ds(t))(αIRR + ψRR )

⎞
⎟⎟⎠FH (t)

−μSS(Da(t), Ds(t)) − s(t)FL (t) (7)

and is similar for the other genotypes. The mutation expression is
also incorporated into equation 4.

The effect of fungicides. We use the equations describing the
effect on the pathogen’s life-cycle parameters as we have previ-
ously (Hobbelen et al. 2011a, b; van den Berg et al. 2013). In short,
the fungicides decrease the infection efficiency, β, and increase the
length of the latent period, 1/μ. We assume no effect of the fungicide
on the infectious period. Using the usual exponential dependence
of the parameter value on fungicide dose, gives equations 8a and b:

β(D(t)) = β0

(
1 − RD + RDe−kD(t)

)
(8a)

μ(D(t)) = μ0

(
1 − RD + RDe−kD(t)

)
(8b)

where β0 and μ0 are the infection efficiency and the rate of transition
from latent to infectious when no fungicides are applied, 1−RD is
the asymptotic efficacy of the fungicide (at infinite dose), and k is
the shape parameter. We assume that the action of the SDHI and the
azole are independent and of a multiplicative nature (Paveley et al.
2003). Making equations 8a and b genotype specific and including
the two fungicides, gives equations 9a and b:

βi j (Da(t), Ds(t)) = (9a)

β0

(
1 − RDai + RDaie

−kaiDa (t)
)(

1 − RDs j + RDs je
−ks j Ds (t)

)

μi j (Da(t), Ds(t)) = (9b)

μ0

(
1 − RDai + RDaie

−kai Da (t)
)(

1 − RDs j + RDs je
−ks j Ds (t)

)
where index a mean azole and index s means SDHI. Because fungi-
cide 3 is always applied alone, the effect of fungicide 3 is described
by equations 10a and b:

βi j (D3(t)) = β0

(
1 − RD3 + RD3e−k3D3(t)

)
(10a)

μi j (D3(t)) = μ0

(
1 − RD3 + RD3e−k3D3(t)

)
(10b)

Fungicides can be applied at three points in time. First, a seed treat-
ment can be used. Then, two foliar sprays are applied, the first at T1,
which is crop growth stage 31, GS31, which corresponds to thermal
time 400, and the second at T2, which is GS39, which corresponds
to thermal time 600. Following a foliar fungicide application, the
dose in the canopy is instantaneously increased by the value of the
application dose, Di. Due to UV light, rain, and plant metabolism,
this dose gradually decreases to zero as described by equation 11:

dDl

dt
= −ξl Dl (11)

where l is a, s, or 3 and ξl is the decay parameter for fungicide l.

TABLE 3. Table with mutation frequencies of the genotypes

Strain SS SR RS RR

SS 1-2ε-ε2 ε ε ε2

SR ε 1-2ε-ε2 ε2 ε

RS ε ε2 1-2ε-ε2 ε

RR ε2 ε ε 1-2ε-ε2
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When applied as seed treatments, the dynamics of the fungicide
dose are a little more complicated. The fungicide around the seed
is slowly taken up by the root and distributed through the plant.
Kitchen et al. (2016) modeled these fungicide dynamics in two
different mechanistic ways and showed that the qualitative conclu-
sions were insensitive to the precise description. We therefore take
recourse to a simple description and assume that the dose in the
plant tissue is described by

dDl

dt
= D0

tm−1e− t
δ

�(m)δm
− ξl Dl (12)

where the dose increases due to uptake of the fungicide from the
seed and then gradually decreases until all fungicide is depleted.
Moreover, the fungicide decays in the same way as the foliar applied
fungicide with rate ξl (equation 12).

Between growing season dynamics. Between growing seasons,
the pathogen survives on crop stubble and volunteers. The pathogen
population on these sources consists of infections from the previous
growing season, as well as some pathogens that survived from the
growing season before that. Pathogens from each growing season
reproduce either clonally or sexually or a combination of these two,
and the inoculum consists of the combination of spores from both
years. The inoculum spores leave the field and mix with spores from
fields from the other field groups. This spore mixture then forms
the initial inoculum.

We describe the genotype frequency of the initial inoculum that
initiates the epidemic in year n and how it relates to the genotype
frequency at the end of years n − 1 and n − 2.

Asexual and sexual reproduction. In the following, variables
relating to asexual conidial clonal reproduction are labeled cl , and
those relating to sexual reproduction from ascospores are labeled se.
For those spores in the initial inoculum that were produced clonally
from conidia, the genotype frequency in the inoculum produced on
the stubble during the crop-free season in a field of type K, θ(K )

cl i j n−1
is the same as the genotype frequency at the end of the previous
growing season in that field group (equation 13).

θ
(K )
cl i j n−1 = θ

(K )
i j n−1 end of season (13)

For those spores produced from sexual reproduction, we use the
gene recombination frequencies for haploid organisms (Crow and
Kimura 1970; Wijngaarden et al. 2005), and so, the frequency of a
genotype in the inoculum produced on the stubble between growing
seasons in a field of type K, θ(K )

se i j n−1, is given by equations 14a and
b, where ii indicates a homozygous genotype and ij indicates a
heterozygous genotype:

θ
(K )
se ii n−1 = θ

(K )
ii n−1 end of season − φD (14a)

θ
(K )
se i j n−1 = θ

(K )
i j n−1 end of season + φ D, i �= j (14b)

where

D = θ
(K )
SSn−1 end of seasonθ

(K )
RRn−1 end of season

− θ
(K )
SRn−1 end of seasonθ

(K )
RSn−1 end of season (15)

The parameter φ is the recombination rate, which for independent
genes is 0.5. Combining the clonal and sexually produced spores, we
denote that a fraction, c, of the inoculum produced on the stubble in
a field of type K is clonal, and a fraction, 1 − c, is sexually produced
(equation 16).

θ
(K )
i j n−1 = cθ(K )

cl i j n−1 + (1 − c)θ(K )
se i j n−1 (16)

Between field spore mixing. To incorporate long-distance dis-
persal of the inoculum produced between growing seasons, we need
to calculate the genotype composition of the cloud of spores above
the fields. Assume a fraction B of the inoculum does not travel far

and remains in the field in which it was produced, and a fraction
(1 – B) becomes airborne for a longer period of time and may leave
the field. The genotype frequency of the airborne spores is given by
equation 17:

θi j n−1 =
(

1

2
θ

(1)
i j n−1 + Zθ

(2)
i j n−1 +

(
1

2
− Z

)
θ

(3)
i j n−1

)
(17)

We assume, therefore, that each field contributes spores to the
spore cloud according to its area and the severity in that field at
the end of the previous growing season—specifically the severity
on the last day of the growing season—because the severity de-
termines how much stubble is infected and therefore how many
spores are going into the cloud. We define severity as the pro-
portion of the senescence-free crop that is infections, I

H+L+I . The
relative contribution of the spores from fields K is then thus (area-of-
K × severity-in-K)/� (area-of-K × severity-in-K), as described by
equations 18, 19, and 20:

θi j n−1 =
(

A1θ
(1)
i j n−1 + A2θ

(2)
i j n−1 + A3θ

(3)
i j n−1

)
(18)

where

A1 =

(
1
2

∑
i j I

(1)
i j

H+∑
i j L

(1)
i j +∑

i j I
(1)
i j

)

T
(19a)

A2 =

(
Z

∑
i j I

(2)
i j

H+∑
i j L

(2)
i j +∑

i j I
(2)
i j

)

T
(19b)

A3 =

((
1
2 − Z

) ∑
i j I

(3)
i j

H+∑
i j L

(3)
i j +∑

i j I
(3)
i j

)

T
(19c)

where T is the total amount of infectious leaf area in the landscape:

T = 1

2

∑
i j I

(1)
i j

H + ∑
i jL

(1)
i j + ∑

i j I
(1)
i j

+ Z

∑
i j I

(2)
i j

H + ∑
i jL

(2)
i j + ∑

i j I
(2)
i j

+
(

1

2
− Z

) ∑
i j I

(3)
i j

H + ∑
i jL

(3)
i j + ∑

i j I
(3)
i j

(20)

The genotype frequencies in the initial inoculum in field group K
in year n from year n − 1 (equation 21) are therefore given by the
combination of equations 16 and 18.

θ
(K )
i j n = Bθ

(K )
i j n−1 + (1 − B) θi j n−1 (21)

Stubble survival. However, due to the dry conditions in many
years in Western Australia, stubble/debris can sometimes survive
for more than a year on the soil. Therefore, a fraction P of the
initial inoculum develops on debris from 2 years ago and the re-
maining fraction 1 − P of the initial inoculum is from last year, and
incorporating this into equation 21 gives equation 22.

θ
(K )
i j n = P

(
Bθ

(K )
i j n−2 + (1 − B) θi j n−2

)

+ (1 − P)
(

Bθ
(K )
i j n−1 + (1 − B) θi j n−1

)
(22)

Parameterization
Throughout the parameterizations, time is measured in degree

days. This is because many processes in the crop and the pathogen
scale with temperature.

The canopy dynamics were fitted to data in Kamali and Boyd
(2000). Measurements of canopy area index were scaled from the
2 years of data so that the maximum canopy density was scaled
to 1 to fit the growth and senescence rates and midpoints, and the
maximum canopy density parameter in the model (Hmax) was set
to the average of the maximum of the 2 years. Time was measured
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in degree days since coleoptile emergence on 1 October. Param-
eters were estimated, here and elsewhere, by minimizing the sum
of squared errors between the observed and predicted values, using
the optim function in R. Figure 3A shows the fits of the model to
the data, and the parameter values are provided in Table 4.

There is surprisingly little information on the latent period (with-
out fungicide use) and the infectious period of this pathogen. Shaw
(1986) estimated latent periods of net blotch but did not distinguish
between spot- and net-form. With a mean temperature of 20°C dur-
ing the growing season, Shaw (1986) reported a latent period of
9 days, whereas McLean et al. (2009) estimated 14 days, giving
an average of 12 days and a thermal time of 225 degree days. No
estimates of the infectious period are available. Two experts (Mike
Shaw, Reading University, U.K., and Geoff Thomas, Department of
Primary Industries and Rural Development, Western Australia) sug-
gested using the same length as the latent period, 225 degree days.

No data were found about initial inoculum density/deposition
over time. The initial inoculum timing parameter λ was set so that
99.9% of the initial inoculum was produced during the first half of
the season. We set η = 1, resulting in an exponential decay of the
initial inoculum over time. The remaining parameters for the infec-
tion process β0, α, and ψ were estimated by fitting the model to the
epidemic dynamics data from Martin et al. (1993), which provided
severity over four replicates. Figure 3B shows the resulting fit.

Fantke et al. (2014) reported a half-lifetime of propiconazole of
5.4 days, giving for the fungicide decay rate in degree day terms
ξa = 0.00856. For fluxapyroxad, He et al. (2016) and Noh et al.
(2019) gave half-lives of an average of 9 days. For this fungicide,
we use ξs = 0.0051.

The dose response curves measuring the effect of fungicide dose
on the infection efficiency and the latent period are parameterized
on the basis of foliar application experiments. As far as we know,
there are no experimental data available on the dose response of

SDHI as a seed treatment. The dose response curves of sensitive
and resistant strains are different, and for propiconazole, we use
the data set from van den Bosch et al. (2023). These dose response
curves were measured in Western Australia in 2020. The fit of the
dose response curve to the available data is given in Figure 3C.

For fluxapyroxad, dose response curve data from Western
Australia are not available. We therefore used data from the fungi-
cide performance trials in the United Kingdom (https://ahdb.org.
uk/fungicide-performance-guide), which relate to foliar applica-
tions. The appropriate dose data of 2012, 2013, and 2014 were
averaged to give the dose response curve for the sensitive strain.
No data exist on the dose response curve of the pathogen strains
resistant to fluxapyroxad. We only have EC50 (the concentration
fungicide at which the growth of the pathogen is reduced by 50%)
lab data on the resistant strain. Rehfus (2018) measured an EC50
of the wild type, WT, of 0.005 and an EC50 of the highly resistant,
HR, strain of 0.3 to 0.5, so the resistant strain has a resistance fac-
tor of 60 to 100. Similarly, data in Mair et al. (2016, 2020) give
an EC50 for the WT of 0.0087 and for an HR strain of 1.234,
giving a resistance factor of 143. We therefore used a resistance
factor of 100 as an average value. This resistance factor is used to
calculate the relative severity versus dose response curve for the
resistant strain from those of the sensitive strain. The model was fit-
ted to all four dose response curves to estimate the parameters, see
Table 4 and Figure 3C, D, and E. These dose response curves are
used for Case 1, where resistance to both fungicides needs to de-
velop before effective disease control is lost. For Case 2, where the
development of resistance to only one of the two fungicides is re-
quired before effective control is lost, we made a mock-up parameter
set, in which the asymptotes of the sensitive strain dose-response
curves were changed to the SDHI and the third fungicide. The gray
lines in Figure 3 show the dose response curve for this mock-up
data set.

Fig. 3. Graphs with the data and the fit of the model to the data. A, Canopy dynamics in the absence of disease (R2 = 0.874; root mean square error [RMSE] = 0.120).
B, Fit of the model to the epidemic data (R2 = 0.680; RMSE = 6.88). C, Simulations showing the effect of both a seed treatment and a T1 foliar spray, showing that
the effect of a seed treatment is equal to that of a T1 spray. D, Dose response curves for propiconazole. The solid line is the sensitive strain (R2 = 0.939; RMSE =
0.068), and the hashed line is the resistant strain (R2 = 0.690; RMSE = 0.038). E, Dose response curves for fluxapyroxad (R2 = 0.934; RMSE = 0.098). The solid
black line is the sensitive strain, and the hashed black line is the resistant strain. The gray line is the hypothetical dose response curve used for Case 2 (described in
main text). F, The dose response curves of the third fungicide.

Vol. X, No. X, XXXX 7

https://ahdb.org.uk/fungicide-performance-guide


Finally, to parameterize the effectiveness of a seed treatment, the
only information we found is that a seed treatment with fluxapy-
roxad is about as effective as a spray at GS31 (McLean and
Hollaway 2019; Platz et al. 2017; Simpfendorfer 2017). We ad-
justed the parameters of the seed treatment so that the severity
at 1,000 degree days for a model simulation with a seed treat-
ment applied matched the model output of a foliar spray at GS31
(Fig. 3C).

Results
Figure 3 shows the fit of the model to the various data sets. Figure

3A and B shows that the model describes the canopy dynamics of
an uninfected crop and the epidemic dynamics in an infected crop
accurately. The graphs in the bottom row of Figure 3 show the fit of
the model to the dose response data. Note that we do not have data
for the resistant strain of fluxapyroxad, as resistance to fluxapyroxad

TABLE 4. Parameter values used in the modela

Parameter Interpretation Value Reference(s)

Landscape
Z Fraction of the landscape of field group 2, the fields

treated with a solo fungicide
0−0.5 −

B Fraction of initial inoculum leaving the field 0.25, 0.5, 1.0 −
Crop growth

Hmax Maximum green canopy index 2.75 Kamali and Boyd 2000
r Canopy growth rate per unit canopy area 0.01 Kamali and Boyd 2000
mg Time of onset of canopy growth 550 Kamali and Boyd 2000
ms Time of onset of canopy senescence 1,050 Kamali and Boyd 2000

Pathogen life cycle
β0 Infection efficiency of spores 0.12 Model fit, see main text
α Rate of spore production of an infectious lesion 0.4 Model fit, see main text
1/μ0 Mean latent period in the absence of fungicides 225 Shaw 1986; McLean et al. 2009
1/ω Mean infectious period 225 M. Shaw, personal communication

Mutation
ε Mutation rate 10−7 Chosen arbitrarily

Initial, inoculum
� Total initial inoculum density deposited 0.13 Model fit, see main text
λ Time scale parameter of the initial inoculum 40 99.9% of initial inoculum deposited before

1 July
η Shape parameters of the initial inoculum 1 Assuming exponential decay of initial

inoculum
P Fraction of infected stubble surviving 2 years after

production
0.1 Bhathal and Loughman 2001

Sexual recombination
φ Recombination fraction 0.5 −
c The fraction of overwinter inoculum that reproduces

clonally
0.0 −

Fungicide decay rates
ξa Decay rate of propiconazole 0.006 Model fit, see main text
ξs Decay rate of fluxapyroxad 0.00513 Model fit, see main text
ξ3 Decay rate of third fungicide 0.006 Model fit, see main text

Fungicide dose response curves, Case 1
Propiconazole

RDaS Asymptote, sensitive strain 0.69 Model fit, see main text
kaS Curvature parameter, sensitive strain 6.27 Model fit, see main text
RDaR Asymptote, resistant strain 0.86 Model fit, see main text
kaR Curvature parameter, resistant strain 0.26 Model fit, see main text

Fluxapyroxad
RDsS Asymptote, sensitive strain 0.86 Model fit, see main text
ksS Curvature parameter, sensitive strain 27.9 Model fit, see main text
RDsR Asymptote, resistant strain 0.6 Model fit, see main text
ksR Curvature parameter, resistant strain 2.4 Model fit, see main text

The third fungicide
RD3 Asymptote, sensitive strain 0.6 Model fit, see main text
k3 Curvature parameter, sensitive strain 4.00 Model fit, see main text

Fungicide dose response curves, Case 2 (changes only)
Fluxapyroxad

RDsS Asymptote, sensitive strain 0.5 Model fit, see main text
The third fungicide

RD3S Asymptote, sensitive strain 0.3 Model fit, see main text
Seed treatment

D0 Total dose around the seed Succinate dehydrogenase
inhibitor: 0.8; third

fungicide, 0.96

Model fit, see main text

m Shape parameter 4 There is a slow onset of seed derived
fungicide in the plant

δ Timing parameter 20 Time to peak concentration is 200 degree
days

a Parameters, their interpretation, and their numerical value are given.
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developed very recently. With this parameterization of the model,
the build-up of resistance to either fluxapyroxad or propiconazole
will end the effective life of the treatment program. The gray lines
in Figure 3 are a different parameterization of the model, which
corresponds to the case in which both fungicides needs to develop
resistance before effective disease control is lost.

Figure 4 shows the effect of a range of fungicide application pro-
grams on the canopy and disease dynamics. Figure 4A shows the
situation where no fungicides are applied, and a severe epidemic
develops (HAD = 407). Using a propiconazole T2 spray, Figure
4B shows that the disease is reduced, and the healthy canopy in-
creases drastically (HAD = 563). When propiconazole is applied
at T1 and T2, the healthy area increases further, and the disease is
very strongly suppressed compared with a T1 spray only program
(HAD = 1,049). Adding to these two foliar spray programs a seed
treatment with fluxapyroxad reduces the disease to very low lev-
els (HAD = 1,192) that have virtually no effect on yield anymore
(without any pathogen, HAD = 1,319).

Figure 5 shows results for Case 1, where the build-up of resistance
to both fungicides (fluxapyroxad, propiconazole) leads to the loss of
effective disease control. Figure 6 shows results for Case 2, where
the build-up of resistance to only one of the fungicides is needed
before effective disease control is lost.

We first summarize the effects of parameters on the shape of the
effective life curves that do not depend on the proportion of fields
of type 2 in the system. Both Figures 5 and 6 show the following:

i. The effective life of treatment programs where fungicides are
used in mixtures are larger than those of alternations.

ii. The smaller the proportion of spores in the initial inoculum
in fields of type 1 coming from fields of types 2 and 3, the
smaller the effective life of the fungicide treatment program.

iii.There is little difference in the shape of the curves in Figures
5 and 6 when comparing the situation where azoles are used
in fields of type 2 or SDHIs are used in fields of type 2.

In Figure 5, we see that depending on the other parameters
(frequency of sexual reproduction, fraction of spores dispersing
between fields), growers in fields of type 2 (where they only use
one of the two fungicides under consideration) can have a consid-
erable impact on the effective life of the treatment program applied
by growers in fields of type 1, whether both fungicides are used in
alternation or a mixture.

However, whether the effect of growers in fields of type 2 on
the effective life of disease control for growers of type 1 is large
or small strongly depends on other aspects of the pathosystem. For
alternations, the effective life decreases as the proportion of fields of

type 2 increases in the landscape, although in the absolute number
of years of effective life, the decrease is very small. For mixtures,
the effective life either decreases with the proportion of fields of
type 2 or first decreases and then increases again, in a u-shape.

By varying the proportion of the inoculum derived from sexual
recombination and the amount of spore exchange between fields
(parameters that are hard to parameterize from data), Figure 5 also
shows the degree to which the results are generalizable.

i. Increasing the proportion of the initial inoculum derived from
sexual reproduction decreases the effective life more with in-
creasing proportion of fields of type 2. In other words, the
decrease in effective life with increasing proportion of fields
of type 2 is larger for sexual reproduction than for clonal
reproduction.

ii. When the spore exchange between fields is smaller, spores
from fields of type 2 have a smaller effect on the effective life
of the treatment program in fields of type 1.

The trends in the effective life with the proportion of fields of
type 2 in Case 2 (Fig. 6) are very similar to those in Case 1 (Fig. 5),
with some exceptions:

i. There is very little effect of the proportion of fields of type 2
on the effective life in the case of alternating fungicides.

ii. The effective life always decreases with increasing proportion
of fields of type 2. The u-shape in some cases in Figure 5 is
absent from Figure 6.

Figure 7 shows the dynamics of the four strains through time for
a range of parameter values. This figure will help interpret the shape
of the effective life versus proportion fields of type 2 curves. We
address this further in the discussion section.

Discussion
A range of spatially implicit and spatially explicit epidemiologi-

cal models to study plant disease control have been published (Fabre
et al. 2015; Liu et al. 2017; Pacilly et al. 2018; Watkinson-Powell
et al. 2020). For example, Fabre et al. (2015), Watkinson-Powell
et al. (2020), and Pacilly et al. (2018) studied the effect of resis-
tance gene deployment on the efficacy and durability of disease
control. Gene deployment strategies such as pyramiding, mixing
(growing cultivars with different resistance genes in fields), and mo-
saics (where each field contains one of a range of crop genotype)
have been frequently compared in terms of their efficacy and dura-
bility (Rimbaud et al. 2021). Surprisingly, very few spatial epidemic
models exist that study the effect of spatial differences on fungicide

Fig. 4. The effect of treatment programs
on the development of the green/healthy
canopy, the density of latent lesions, and
the density of infectious lesions. A, No
fungicide treatments applied; B, foliar
propiconazole treatment applied at T2;
C, foliar propiconazole spray applied
at T1 and T2; D, seed treatment with
fluxapyroxad and foliar treatments with
propiconazole at T1 and T2. The solid
black line is the healthy canopy area, the
solid gray line is the area infected with
pathogen in the latent stage, the dashed
black line is the area in the infectious stage,
and the dashed gray line is the crop area
with removed pathogen. T1 is the timing of
a fungicide application at growth stage 31
(GS31), which corresponds to 400 degree
days, and T2 is the timing of a fungicide
application at GS39, which corresponds
to 600 degree days. H, healthy; L, latently
infected; I, infectious/sporulating; and
R, senesced.
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treatment programs and the emergence and selection of fungicide
resistance. This is despite evidence that much can be gained from
including spatial considerations in the development of fungicide
application programs (Liu et al. 2017). Furthermore, a long-term
study, carried out in France from 2004 to 2017, on the evolution of
fungicide resistance clearly showed that the major driver of resis-
tance dynamics was fungicide use at the regional scale (Garnault
et al. 2021) and the spore exchange between fields and regions.

In this paper, we developed a spatially implicit semidiscrete epi-
demiological model with spore exchange between fields. We used
this model by grouping those fields with the same fungicide treat-
ment program, assuming that the spatial pattern of the fields is such
that spore exchange between different types of fields is similar at
all positions in the landscape. Those fields in group 1 receive a
treatment with two fungicides to which resistance can develop, with
these fungicides either alternated within a growing season or mixed.
Fields of type 2 receive fungicide programs with only one of the
fungicides to which resistance develops, and fields of type 3 have

programs that do not include the fungicides to which resistance
develops.

The model shows that for all parameter combinations, the effec-
tive life when alternating the fungicides in fields of type 1 is smaller
than when mixing the fungicides. Changing an alternation into a
mixture requires splitting the dose of both fungicides and mixing
them for application in each spray. It is well known that splitting
fungicide dosages increases the selection for resistance and that
mixing decreases the selection for resistance (van den Bosch et al.
2014). The balance between the increase and decrease of selection
determines whether alternation or mixing will result in the longer
effective life. In most cases that have been studied, the decrease in
selection from mixing overshadows the increase in selection from
splitting doses. van den Bosch et al. (2014) found six publications
with a total of nine pathogen-crop-fungicide mixtures tested. In
seven cases, the selection for fungicide resistance of the at-risk
fungicide was reduced by the mixture. Our model shows an exam-
ple where the additional protection against selection for resistance

Fig. 5. Effective life as a function of the
proportion of fields of group 2. This graph
is for the situation where the resistance to
both fungicides needs to build up before
effective disease control, Case 1, is lost. Top
row, initial inoculum is derived from clonal
reproduction; middle row, initial inoculum
50% clonal 50% sexual; bottom row, initial
inoculum 100% sexual. Two left columns:
alternation treatment in fields of type 1.
Two right columns: mixture treatment in
fields of type 1. First and third columns:
propiconazole used in fields of type 2;
second and fourth columns: fluxapyroxad
used in fields of type 2. Solid line: fraction
of the spore of the initial inoculum leaving
the field and being deposited in other fields
20%; dotted line: 50%; and dashed line:
100%.

Fig. 6. Effective life as function of the
proportion of fields of group 2. This graph
is for the situation where the resistance to
one of the fungicides can lead to the loss
of effective disease control, Case 2. Top
row, initial inoculum is derived from clonal
reproduction; middle row, initial inoculum
50% clonal 50% sexual; bottom row, initial
inoculum 100% sexual. Two left columns:
alternation treatment in fields of type 1.
Two right columns: mixture treatment in
fields of type 1. First and third columns:
propiconazole used in fields of type 2;
second and fourth columns: fluxapyroxad
used in fields of type 2. Drawn line: fraction
of the spore of the initial inoculum leaving
the field and being deposited in other fields
20%; dotted line: 50%; and dashed line:
100%.
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due to mixing clearly outweighs the increase in selection due to
splitting dosages.

Figures 5 and 6 also show that a smaller degree of spore exchange
between the fields reduces the effective life of the fungicide treat-
ment program in fields of type 1. Furthermore, the effective life
becomes virtually independent of the proportion of fields of type 2
when spore exchange between fields is small. Both these observa-
tions can be explained by the same mechanism. When fewer spores
arrive from other fields, the spores generated in fields of type 1 are
less diluted. This implies that the selection that took place during
the growing season is not diluted by spores immigrating from the
other two field types. This results in a faster increase in the fraction
of resistance in the pathogen population and therewith a shorter
effective life of the fungicide treatment program. Additionally, a
smaller spore immigration rate decouples fields of type 1 from the
dynamics of fields of types 2 and 3. The effect of this is that the
effective life becomes less sensitive to the fungicide programs in
fields of type 2 when the spore exchange is small.

The patterns in Figures 5 and 6 for the cases where propiconazole
is used in type 2 fields and the case where SDHIs are used are quali-
tatively similar. Remember that in the case of alternation, the SDHI
is used as a seed treatment and the azole as a foliar spray. Our re-
sults are therefore shown to be independent of the fungicide used, as
well as whether the fungicide is applied as a seed treatment or foliar
spray. This makes it possible to apply our findings to a wider range
of cases. Kitchen et al. (2016) and Brent et al. (1989) also found
that the selection for resistance does not differ between fungicides
applied as seed treatments or foliar sprays. Kitchen et al. (2016) de-
veloped a model of Zymoseptoria tritici epidemics in wheat, with
both seed and foliar applications of fluquinconazole, and calculated
that the increase in the frequency of resistance is the same whether
the fungicide is applied as a seed treatment or as a single foliar
spray. To date, Brent et al. (1989) reported the only plot-field ex-
periment measuring selection for resistance of seed treatment and
foliar sprays. They showed that the selection for resistance to triadi-
menol in powdery mildew of barley is the same for a seed treatment
or one foliar spray. Given these results, it is not surprising that our
results do not depend on whether propiconazole or fluxapyroxad
was used in type 2 fields.

One factor that can potentially affect the effective life is the rate
of mutation. To evaluate this, we set the mutation rate to a value
typical for the range of the point mutation rate of a nucleotide. Other
genetic changes can have an effect on fungicide resistance levels,
such as insertions in the promoter region of the Cyp51-coding gene
of net blotch. We therefore did model simulations with increased
mutation rates. We did not find qualitative differences in the con-
sequences of increasing the proportion of fields of type 2, although
higher mutation rates result in an overall shorter effective life (see
Supplementary Material for results).

Similarly, there is no information on possible fitness costs of net
blotch strains resistant to azoles and/or SDHIs. To explore possible
effects should fitness costs exist, we carried out some simulations
with a larger-than-zero fitness cost (the transmission rate being re-
duced by 1 and 0.1%). These results are shown in the Supplementary
Material. As for mutation rates, there were no qualitative differences
in the results.

The objective of this work was to understand whether growers
in fields of type 2—using only one of two possible fungicides to
which resistance develops—affect the durability of disease control
for growers in fields of type 1, who use the fungicides in either a
rotation or a mixture. The results clearly show that growers not using
mixtures or rotations can reduce the effective life of the treatment
program of growers who use mixtures or alternations. The extent of
this effect does, however, strongly depend on the treatment program.

In all cases, when the fraction of the initial inoculum produced
through sexual reproduction is large, the effective life of the treat-
ment program is larger than for smaller contributions of sexual
reproduction to the initial inoculum, although in the case of alterna-
tion, the differences are very small. This phenomenon is well known
in population genetics (Roughgarden 1995). The effective life is, in
Case 1, terminated as a result of the strain resistant to both fungicides
taking over the fungal population. When both the alleles conferring
resistance are rare in the pathogen population, any strain carrying
both resistance alleles will almost certainly mate with a strain sen-
sitive to both fungicides, resulting in offspring strains resistant to
only one of the fungicides. In this way, sexual reproduction delays
the emergence of the strain resistant to both fungicides, which in
turn increases the effective life of the treatment program.

Fig. 7. Dynamics of the four genotypes in
the pathogen population over time (thermal
time in degree days) in several scenarios.
The four genotypes are susceptible (solid
black, the pathogen genotype is sensitive to
both fungicides), resistant to azole (dotted,
the pathogen is resistant to propiconazole
and sensitive to fluxapyroxad), resistant
to the succinate dehydrogenase inhibitor
(SDHI) (dashed, pathogen genotype is
resistant to fluxapyroxad and sensitive to
propiconazole), and both (dot and dash,
pathogen genotype is resistant to both
propiconazole and fluxapyroxad). Each
column represents a different propor-
tion of the landscape that contains field
2, the field using components of the re-
sistance management program. Each row
denotes a specific simulation: either mix-
ture or alternation in fields of type 1 (Mix
or Alt); SDHI or azole used in fields of
type 2 (SDHI or azole); and either clonal or
sexual reproduction. The vertical gray line
indicates when control was lost.
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In Figure 5, the curve of the effective life for a range of pro-
portions of fields of type 2 is u-shaped when the between-season
reproduction is clonal. When the fraction of sexual reproduction
contributing to the initial inoculum increases, this u-shape disap-
pears, and with only sexual reproduction contributing to the initial
inoculum, it is a monotonically decreasing curve. The explanation
for this is clarified in Figure 7. First, consider the u-shape when
reproduction is clonal. When there are no fields of type 2 (Fig. 7,
left column), the resistance to both fungicides starts at very low fre-
quencies. Resistant strains are then selected from this population,
in fields of type 1 alone. Because the pathogen population is con-
fronted with only mixtures, the only strain that has a high phenotype
of resistance is the strain resistant to both fungicides. It is this strain
that, after some time, appears in the population and will eventually
dominate the pathogen population, thereby ending the effective life
of the treatment program. However, when 25% of the fields are of
type 2 (Fig. 7, middle column), the strain resistant to the MOA used
in fields of type 2 (for example, fluxapyroxad) is selected for in
fields of type 2. Due to dispersal between the fields, a subpopu-
lation of strains resistant to that MOA, fluxapyroxad, builds up in
fields of type 1. The strain resistant to both fungicides has a large
fitness advantage in the population, as the majority of pathogen
strains are sensitive, with only a small proportion being resistant
to fluxapyroxad. Because of the relatively high frequency of the
strain resistant to fluxapyroxad, a mutation resulting in a strain re-
sistant to both fungicides is more likely to occur. This causes the
strain resistant to both fungicides to appear about 8 years earlier in
the pathogen population in fields of type 1, resulting in a shorter
effective life.

However, when 50% of the landscape is made up of fields of
type 2 (Fig. 7, right column), the population of strains resistant
to fluxapyroxad builds up quickly, as fluxapyroxad is now used
alone in a large proportion of the landscape. This results in the
fluxapyroxad-resistant strain taking over the pathogen population
in fields of type 1 almost completely by year 7. Contrary to when
25% of the fields is of type 2, the double-resistant strain now has
a much smaller fitness advantage because the population is already
entirely resistant to fluxapyroxad. The selection pressure is therefore
smaller for the double-resistant strain to emerge. The consequence
is that it emerges after 23 years and builds up a subpopulation more
slowly than it did in the case where 25% of the field are of type 2.
This results in a longer effective life, hence the u-shape curve of the
effective life versus the proportion of fields of type 2.

The pathogen population consists, for a long time, of only the
strain resistant to fluxapyroxad. The frequencies of the other strains
are very small. That this happens is surprising because the only
stable steady state in the system is that of the pathogen population
consisting of strains resistant to both fungicides. However, because
the mutation rate is very small, the double-resistant strain takes
a long time to emerge. This results in the population moving very
close to the unstable steady state where the frequency of the fluxapy-
roxad resistant strain is close to 1. Even though unstable steady
states are by definition unstable, and trajectories will move away
from them, when close to a steady state, such changes are very
slow, causing the population to remain for a long time close to un-
stable steady states. This phenomenon is well known from ecology,
although not much studied (Cushing et al. 1998).

When the pathogen’s initial inoculum consists entirely of in-
oculum from sexual reproduction, the situation is different (Fig.
5, bottom row, mixture). Here, the effective life decreases mono-
tonically with an increasing proportion of fields of type 2, and the
u-shape disappears. The key difference with the clonal case is that
the strain resistant to both fungicides emerges much faster in the sex-
ual than in the clonal case. Sexual reproduction prevents the system
from moving close to the unstable steady state where the frequency
of the strain resistant to only one of the fungicides becomes very
close to 1 (Fig. 7), with recombination meaning the doubly resistant
strains emerge much faster. We therefore have a dichotomy, where,

as discussed above, sexual recombination in general increases the
effective life of the control program, as doubly resistant strains
mating with susceptible strains slows the selection for the dou-
bly resistant strains; however, by preventing the development of
populations dominated by a single strain, sexual reproduction can,
under specific circumstances, decrease the effective life of a control
program.

The u-shape also does not appear in Case 2, where resistance
must develop only to one fungicide before effective control is lost.
The effective life ends when the frequency of the strain resistant to
one of the fungicides has increased sufficiently (Fig. 6). Figure 7
shows that with clonal reproduction, the dynamics of the various
strains are very similar to the strain dynamics, as the effective life
only ends when resistance to both fungicides reaches high levels
(Fig. 7). Why, then, is the u-shape not present? The reason is that
the effective life ends when the strain resistant to only one of the
fungicides has reached higher frequencies. It is not necessary for
the double-resistant strain to emerge and grow to higher frequencies
as in Case 1.

The effect of growers’ choices of fungicide treatment program on
the effectiveness of other growers’ treatment programs has not been
studied, so it is not possible to compare our results with any previ-
ous fungicide resistance literature. However, studies are available
considering cultivar resistance, where the resistance gene protects
the plant against pathogen infection and the pathogen evolves vir-
ulence to the resistant cultivar. Lof et al. (2017) and Lof and van
der Werf (2017) considered the situation where many growers use
cultivars with two pyramided resistance genes, whereas another
group of growers use cultivars with the same resistance genes de-
ployed singly. Lof et al. (2017) showed that even a small fraction
of growers using the cultivar with only one resistance gene affects
the durability of resistance of the pyramid to a great extent. This
finding is consistent with our findings. Indeed, for the case of cul-
tivar resistance, an experimental study is also available. Zhao et al.
(2005) studied transgenic broccoli plants carrying two pyramided
Bacillus thuringiensis genes effective against diamondback moth
(Plutella xylostella). Plant populations with the pyramided plants
alone were compared with populations with both the pyramid and
some plants carrying only one of the two genes. The diamondback
moth population overcame the cultivar resistance more slowly in
the plant population with only pyramided genes compared with the
plant population with both plants with the pyramided genes and
plants with only a single resistance gene.

Our results thus lead to the conclusion that growers using solo
fungicides in their fields can affect the durability of disease control
for those growers using alternations and mixtures. This effect is
much smaller for growers using alternations than for growers using
mixtures. The currently most frequently used fungicide program
for the control of net blotch on barley in Western Australia is an
alternation where an SDHI fungicide is used as a seed treatment
and an azole fungicide is used as a foliar application. Whether the
effect of growers using solo fungicides on growers using mixtures
is small or large depends on the characteristics of the pathosystem.
Key parameters are sexual versus clonal reproduction generating
the initial inoculum and the degree of initial inoculum dispersal
between fields. Given the size of barely fields in Western Australia,
the amount of spore exchange between fields becomes an important
topic. It is currently not known how much spore exchange there is
between fields in this system, and research in this area is needed.

Recently, mixtures of SDHI and azole fungicides have been reg-
istered for foliar use on barley in Australia. It is these mixtures
whose effective life will be most compromised by the use of solo
fungicides by some of the growers.
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