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ABSTRACT: The buffering of phosphorus concentrations in soil solution by the soil-solid phase is an important process for providing plant root access to nutrients. Accordingly, the size of labile solid phase-bound phosphorus pool and the rate at which it can resupply phosphorous into the dissolved phase can be important variables in determining when the plant availability of the nutrient may be limited. The phosphorus labile pool (P_{labile}) and its desorption kinetics were simultaneously evaluated in 10 agricultural UK soils using the diffusive gradients in thin-films (DGT) technique. The DGT-induced fluxes in the soil and sediments model (DIFS) was fitted to the time series of DGT deployments (1−240 h), which allowed the estimation of P_{labile} and the system response time (T_e). The P_{labile} concentration was then compared to that obtained by several soil P extracts including Olsen P, FeO-P, and water extractable P, in order to assess if the data from these analytical procedures can be used to represent the labile P across different soils. The Olsen P concentration, commonly used as a representation of the soil labile P pool, overestimated the desorbable P concentration by 6-fold. The use of this approach for the quantification of soil P desorption kinetic parameters found a wide range of equally valid solutions for T_e. Additionally, the performance of different DIFS model versions working in different dimensions (1D, 2D, and 3D) was compared. Although all models could provide a good fit to the experimental DGT time series data, the fitted parameters showed a poor agreement between different model versions. The limitations of the DIFS model family are associated with the assumptions taken in the modeling approach and the three-dimensional (3D) version is here considered to be the most precise among them.

INTRODUCTION

Among all plant macronutrients, phosphorus (P) is conceivably the one whose availability for plant uptake from soils is most limited, due to its strong interaction with the soil solid phase.1 In order to maintain soil solution P at sufficient levels for plant growth, P fertilizers are usually applied to agricultural soils in doses much greater than that equivalent to plant net uptake.2 In many soils, this excessive use of P fertilizers has led to an accumulation of a large (and mostly plant unavailable) pool of total soil P. Overfertilized soils present a large environmental risk especially that associated with nutrient-rich particulate matter in runoff leading to the eutrophication of receiving waters.3 Overapplication of P fertilizer is largely the result of poor fertilizer application rate recommendations, which are based on often unreliable or inappropriate measurements of plant available P. Therefore, developing reliable and accurate methods of assessing plant available P in soils is the first step toward improving the efficiency of fertilizer recommendations in support of agricultural sustainability.

Plant roots quickly deplete the dissolved P in the rhizosphere, which can induce a diffusive flux of P toward the roots and resupply from a pool of P sorbed to local soil solid phases. The amount of "plant bioavailable P" in a soil is...
therefore a function of the soil’s capacity to supply P from the porewater, and the P that can desorb or be solubilized in response to the depletion, within a time scale that provides a nutritional benefit to the plant. Commonly used approaches to assess plant bioavailable P in soils involve an equilibrium-based method that quantifies P in different soil extractants, such as Olsen P (0.5 M NaHCO$_3$) and Bray1-P (0.025 M HCl; 0.03 M NH$_4$F). However, the ability of these methods to sample the pool of plant bioavailable P is extremely variable and, consequently, there is little consensus on how this pool can be accurately measured across different soils. Diffusive gradient in thin films (DGT) uses a dynamic approach to sample a fraction of soil P, which emulates to some extent the continuous root depletion of soil solution P, and this method has been proposed as a better estimate of plant available P in comparison to other soil P tests. The similarities of DGTs to plant root behavior and its usefulness to study soil P bioavailability was reviewed by Degryse et al. (2009).

The combination of DGTs, diffusive equilibrium in thin films (DET) and DGT-induced fluxes in soil and sediments model (DIFS) was proposed by Menezes-Blackburn et al. to assess intrinsic P mobility properties of different agricultural soils. In this process the Olsen P extractable concentration was used as an estimation of the “desorbable” P concentration. However, this approach was subject to two key uncertainties that arose from (1) the intrinsic differences in how, and the extent to which, the Olsen P extraction and DGT sample the soil solid phase bound P, and (2) the error in modeling diffusive transport to a DGT in only one dimension.

There are currently three versions of the DIFS model. The first version describes the diffusive transport of solute from a soil into a DGT device and the sorption/desorption reactions in the soil in only a single spatial dimension (1D DIFS), while subsequent versions have exploited improved computer processing power and expanded the dimensionality to two and three dimensions (2D- and 3D-DIFS, respectively) with a view to providing improved estimations of the diffusive flux of solute from the soil to the DGT probe. The combination of more powerful modeling approaches with time series of DGT deployments in soils will enable the estimation of the equilibrium partitioning coefficient $K_{dl}$ that describes the relative concentrations of P in the solution phase and P sorbed to the solid phase that can respond to localized depletion in the porewater within the time scale of the measurement, as well as the desorption rate constant for P from the labile solid phase ($k_{-1}$). Herein, the sum concentrations of the two components of $K_{dl}$ is defined as the labile P pool in a soil ($P_{labile}$).

In this work the 3D-DIFS model developed by Sochaczewski et al. (2007) was extended further to provide the most accurate model representation of the commonly used DGT probe geometry and its contact with soil to date. The adapted 3D-DIFS model and publicly available 1D- and 2D-DIFS models were used together with soil deployments of DGT and DET devices to estimate the rate constants of P interchange between soil solid phase and soil solution. The aim of this study was to determine key parameters governing the resupply of P across a range of agricultural soils. To achieve this aim we sought to (a) simultaneously estimate the soil phosphorus $K_{dl}$ and $k_{-1}$ by fitting the DIFS model to a DGT time series; (b) use the fitted $K_{dl}$ to estimate the soil labile P (desorbable concentration) and compare it to internationally recognized, standard agronomic soil P extraction tests; and (c) evaluate the accuracy with which different versions of the DIFS model can be used to interrogate these parameters.

## MATERIALS AND METHODS

### Selection of Soil Samples

Samples were from 10 UK agricultural soils and were previously characterized for pH, oxalate extractable Al and Fe, soil organic carbon, microbial biomass P, total P and inorganic P in NaHCO$_3$ (Olsen), NaOH, citric acid, and water extractable P concentrations (Supporting Information (SI) Table S1 and in Stutter et al., 2015). These 10 soils are a subset of the 32 soils considered by Menezes-Blackburn et al. (2016). They were chosen to provide a broad spectrum of UK agricultural soils, by targeting those with a range of Olsen P values from 15 to 185 mg L$^{-1}$, while avoiding those with extreme textures or organic matter concentrations.

### Gel Preparation and Assembly of DGT and DET Devices

The DGT and DET probes were assembled in the commonly used DGT “piston probe” housings, designed for soil deployment (DGT Research Ltd., Lancaster-UK). Diffusive gels (0.78 mm thick) were placed on top of a ferrihydrite containing gel layer, and overlain with a 0.13 mm thick poly(ether sulfone) filter (0.45 μm) for physical protection. The filter layer has been shown to behave as an extension of the diffusive layer. The DET devices contained only the diffusive gel (0.78 mm thick) and the membrane filter tightly packed into a plastic support with similar dimensions to the ones used for the DGTs. The diffusive gels containing acrylamide cross-linker (DGT Research Ltd., Lancaster-UK) were prepared and cast according to Zhang and Davison (1995). The phosphate-binding layer was prepared using the approach developed by Santner et al. (2010). Briefly, diffusive gels (0.78 mm thick) were incubated for 2 h in 0.1 mM FeCl$_3$ and then placed in a freshly prepared 0.05 M 2-(N-morpholino) ethanesulfonic acid (MES) buffer, adjusted to pH 6.7, for 30 min to precipitate ferrihydrite within the gel. The gels were then hydrated over 24 h with ultrapure water (ASTM Type I, resistivity 18.2 MΩ) during which the water was changed several times. After hydration, the gels were stored at 4 °C in 0.01 M NaNO$_3$ until the probes were assembled.

### DGT and DET Deployment

Five replicates (100 g) of each air-dried soil sample were adjusted to approximately 50% water holding capacity (WHC) with ultrapure water, 3 days before DGT and DET deployment. Twenty four hours before deployment, the soil slurry was prepared by mixing and continuously adding ultrapure water until maximum retention (MR) was reached. A visual assessment of soil malleability and the glistening of water on the soil surface was used to determine MR. This subjective criterion of setting maximum water retention in the slurry was verified by Menezes-Blackburn et al. (2016). At MR, the soil pores were assumed to be filled with water and that no air was trapped in the soil slurry. The final moisture concentration was used to determine the particle concentration, $P_c$ (ratio between dry weight and soil solution) and porosity (% of volume occupied by water), and were then used to calculate the soil tortuosity using the equation proposed by Boudreau (1996) and Harper et al. (1998). Immediately after slurry preparation, DET probes were deployed in each one of the five replicates of each soil by gently pressing the devices against the soil slurry, ensuring complete surface contact. After 24 h the DET devices were retrieved. The DGT probes were deployed in the same fashion.
The DGT probes were deployed across a range of times (1, 2, 4, 6, 24, 48, 72, 144, 192, and 240 h) to provide a temporal dynamic of P mass supply from the soils to the DGT probes. The ambient temperature was continuously monitored during the deployments to allow for accurate estimates of diffusion coefficients. The shorter deployment times were used to increase the level of detail in the first 48 h of the R time series. At the end of each deployment, the ambient temperature was recorded and replicate DGT devices were removed and rinsed with ultrapure water to remove any adhering soil particles, before the probes were disassembled. The ferrihydrite gels from the DGTs and the diffusive gels from the DETs were retrieved and eluted overnight with 2 mL 0.25 M H$_2$SO$_4$ before analysis. Three nondeployed DGT and DET “blanks” were prepared concurrently with each deployment and treated identically to the devices deployed on the soil samples. The concentration of the molybdate-reactive P (inorganic P) in subsamples of the DGT and DET eluents were measured colorimetrically as described by Murphy and Riley (1962)\textsuperscript{25} using 96 well microplates. The analysis was carried out using a Multiskan spectrophotometer (Thermo Fisher Scientific Inc., UK).

**Calculation of DGT-Derived Parameters.** The DGT binding layer introduces a sink for P in the soil solution, which induces a well-defined diffusive flux from the soil through the diffusive gel and into the binding layer. The magnitude of this flux is determined throughout the deployment by the interfacial concentration, which is in turn determined by the balance between (i) the demand for solute by the DGT probe and (ii) the soil’s ability to resupply solute to the device interface. The time-averaged concentration of dissolved P at the DGT device interface for each deployment time, $P_{\text{DGT},i}$, was calculated using eq 1:\textsuperscript{21}

$$P_{\text{DGT},i} = \frac{M}{{D_{\text{g},i} \times A_{\text{g}}} \times t_i}$$

where $M$ is the mass of P accumulated by the DGT binding layer after deployment time $i$ ($t_i$), $A_{\text{g}}$ is the effective surface area of the DGT sampling window (3.08 cm$^2$), $\delta_{\text{MDL}}$ is the total thickness of the material diffusive layer (MDL includes the diffusive gel layer and the filter membrane), and $D_{\text{g},i}$ is the temperature-adjusted average diffusion coefficient of P in the diffusive gel over the deployment. The index $R$ was calculated for each deployment time, as the DGT-determined P concentration at the device interface, relative to the DET determined bulk solution P concentration DET at the start of the deployment (eq 2).

$$R = \frac{P_{\text{DGT},i}}{P_{\text{DET}}}$$

The $R$-index provides an objective criterion that describes the capacity of the soil to supply P to the DGT probe over the considered deployment time. This capacity is determined by a combination of diffusive flux, and the rates at which different processes can resupply P to the solution phase when it has been depleted by the DGT.

**Numerical Modeling of DGT Deployments Using DIFS.** The 2D-DIFS model proposed by Sochaczewski et al. (2007)\textsuperscript{15} was adapted to provide an improved representation of solute fluxes from soils into the DGT device. Following the approach developed by Santner et al. (2015),\textsuperscript{26} a 2D-axisymmetric model was created using the COMSOL Multi-physics (v. 5.1; Comsol Inc., Stockholm, Sweden) finite element modeling framework. The model domain was defined as a partial cross-section along the axis perpendicular to the ferrihydrite gel-diffusive gel interface, with its origin at the center of the interface. The domain included the MDL and a “cylinder” of soil that could potentially be sampled by the DGT (SI Figure S1). The model solved the partial-differential equations describing diffusion within the 2D-axisymmetric geometry and thus simulated diffusive fluxes within the soil and the MDL of the DGT probe in 3D. The model simultaneously considered the interaction of P between solid and solution phases in the soil.

As previously discussed, the model does not consider the binding (ferrihydrite) layer as a model subdomain as such. Instead, the binding of dissolved P by the ferrihydrite is simulated by imposing a zero-concentration boundary condition. The flux of P into the ferrihydrite gel of the DGT probe is integrated over the simulated deployment time and length of the ferrihydrite boundary layer considered, but expanded to 3D by calculating a revolution surface about the center of the ferrihydrite gel interface.\textsuperscript{26} The boundary conditions of the model are shown in the Supporting Information.

The principles governing solute dynamics between soil solid and solution phases were identical to those employed previously and described briefly here.\textsuperscript{11,14,15} The model considers the interaction between dissolved P ($P_{\text{sol}}$) and sorbed P that is considered to be labile within the time of the DGT deployment ($P_{\text{sorbed}}$) to follow first order exchange kinetics (eq 3),

$$[P_{\text{sol}}] = k_{s}^{-1} [P_{\text{sorbed}}]$$

where the rates at which the two species’ concentrations change are defined by the rate constants of adsorption ($k_s$) and desorption ($k_{-s}$), the concentrations of P in the sorbed and species and the particle concentration ($P_C$) (eq 4 and 5).

$$\frac{d[P_{\text{sol}}]}{dt} = -k_s [P_{\text{sol}}] + (k_{-s} \times P_C \times [P_{\text{sorbed}}])$$

$$\frac{d[P_{\text{sorbed}}]}{dt} = k_s [P_{\text{sol}}] \frac{P_C}{P_{\text{sol}}} - (k_{-s} \times [P_{\text{sorbed}}])$$

The rate constants can be used along with the particle concentration in the soil ($P_C$) to define the linear sorption isotherm ($K_{\text{sl}}$) that describes the partitioning of P between the sorbed and dissolved phases, (eq 6).

$$K_{\text{sl}} = \frac{[P_{\text{sorbed}}]}{[P_{\text{sol}}]} = \frac{1}{P_C} \times \frac{k_s}{k_{-s}}$$

The rate at which the sorbed and dissolved P can equilibrate is expressed by eq 7,

$$T_C = \frac{1}{k_s + k_{-s}}$$

where $T_C$ (s) is the time needed for $P_{\text{sorbed}}$ and $P_{\text{sol}}$ to reach approximately 63.2% of their equilibrium values (asymptotic approach to equilibrium, 63.2% ≈ 1/1–e), if $P_{\text{sol}}$ was depleted to zero.\textsuperscript{27}

By constraining the variables that describe diffusion in the soil matrix using well-established formulas that describe diffusion in porous media, and the physical geometry of the
DGT probe, it is possible to carry out a targeted analysis of how \( T_c \) and \( \text{K}_{dl} \) combine to determine \( R \) for a given DGT deployment in a certain soil using the DIFS model. When experimentally determined \( R \)-values for different time periods are compared against \( R \)-values obtained from representative model simulations, where different combinations of \( \text{K}_{dl} \) and \( T_c \) are tested, it is possible to get an estimate of the two values.

Lehto et al. (2008) proposed an error index (\( E \)) to represent the goodness-of-fit between the modeled and experimentally determined \( R \)-values, eq 8:

\[
E = 100 \times \sqrt{\frac{1}{N} \sum_{i=1}^{N} (R_c(t_i) - R_{dl}(t_i))^2}
\]

where \( R_c(t_i) \) is the experimentally determined \( R \) value and \( R_{dl}(t_i) \) is the simulated value for time \( t_i \). This error function was calculated across a range of increasing \( T_c \) (1 to 10 000 s) and \( \text{K}_{dl} \) (1–20 cm\(^3\) g\(^{-1}\)) values. The \( E \)-values were then represented visually across the simulated ranges of \( T_c \) and \( \text{K}_{dl} \). Since this analysis often provided a range of \( T_c \) and \( \text{K}_{dl} \) values with equally low \( E \)-values, a second order polynomial function was used to represent the relationship between \( E \), \( T_c \), and \( \text{K}_{dl} \). This fitted polynomial function was then minimized within range of the input \( E \) as a means to obtain a single solution to \( T_c \) and \( \text{K}_{dl} \).

While the principles of the DIFS model have remained the same since the initial work by Harper et al. (1998), it has been well recognized that models that represent the geometry in fewer than three dimensions are likely to be subject to underestimating solute fluxes under conditions when diffusion is the dominant mode of supply from the soil. Only the 1D and 2D versions of the DIFS models are open access to the wider research community enabling their use to interpret \( P_{DGT} \) in terms of soil P desorption kinetics. In this study, the more advanced 3D DIFS approach was used for estimating \( \text{K}_{dl} \) and \( T_c \) across the experimental soils to provide an estimate that is most likely to represent actual DGT deployments in homogenized soils. A brief comparison of the three versions of the DIFS model was performed for two soils to provide an up to date analysis of the effect of dimensionality on the estimated DGT fluxes. These soils were selected due to their different properties and highest quality of experimental data on the response of \( R \) dependence curve in time.

---

### Table 1. 3D DIFS Derived Parameters: Diffusive only R (\( R_{dl} \)); Relative Resupply from Solid Phase at 24 h (\( R-R_{dl} \)); Soil P Effective Concentration (\( P_t \)); Fitted \( \text{K}_{dl} \) with Its Range of Minimum Error Solutions; Fitted \( T_c \) with Its Range of Minimum Error Solutions; Desorbable P (\( P_{labile} \)) Calculated from the Fitted \( \text{K}_{dl} \); Rate Constants of Sorption (\( k_1 \)) and Desorption (\( k_{-1} \)) Calculated from the Fitted \( T_c \)

<table>
<thead>
<tr>
<th>Soil</th>
<th>( R_{dl} )</th>
<th>( R-R_{dl} ) (at 24 h)</th>
<th>( P_t ) (mg kg(^{-1}))</th>
<th>( \text{K}_{dl} ) (cm(^3) g(^{-1}))</th>
<th>( T_c ) (s)</th>
<th>( P_{labile} ) (mg kg(^{-1}))</th>
<th>( k_1 ) (s(^{-1}))</th>
<th>( k_{-1} ) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.12</td>
<td>0.19</td>
<td>2.41</td>
<td>12.55</td>
<td>9–13</td>
<td>23</td>
<td>1–944</td>
<td>11.82</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.13</td>
<td>1.90</td>
<td>3.22</td>
<td>3–4</td>
<td>24</td>
<td>1–1202</td>
<td>2.97</td>
</tr>
<tr>
<td>3</td>
<td>0.12</td>
<td>0.02</td>
<td>0.82</td>
<td>1</td>
<td>1&lt;2</td>
<td>18</td>
<td>1–1930</td>
<td>0.72</td>
</tr>
<tr>
<td>4</td>
<td>0.11</td>
<td>0.03</td>
<td>0.75</td>
<td>1</td>
<td>1&lt;2</td>
<td>17</td>
<td>1–1807</td>
<td>0.57</td>
</tr>
<tr>
<td>5</td>
<td>0.12</td>
<td>0.09</td>
<td>1.51</td>
<td>1</td>
<td>1&lt;2</td>
<td>19</td>
<td>1–3163</td>
<td>0.84</td>
</tr>
<tr>
<td>6</td>
<td>0.10</td>
<td>0.04</td>
<td>0.91</td>
<td>0.5</td>
<td>0.5–1</td>
<td>2981</td>
<td>1–10 000</td>
<td>0.32</td>
</tr>
<tr>
<td>7</td>
<td>0.10</td>
<td>0.10</td>
<td>1.92</td>
<td>1</td>
<td>1&lt;2</td>
<td>19</td>
<td>1–10 000</td>
<td>0.93</td>
</tr>
<tr>
<td>8</td>
<td>0.11</td>
<td>0.16</td>
<td>1.87</td>
<td>10.8</td>
<td>6–12</td>
<td>20</td>
<td>1–3129</td>
<td>0.80</td>
</tr>
<tr>
<td>9</td>
<td>0.10</td>
<td>0.04</td>
<td>1.71</td>
<td>1</td>
<td>0.5–7</td>
<td>44 356</td>
<td>4000–25 000</td>
<td>1.18</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.20</td>
<td>7.22</td>
<td>13</td>
<td>7–15</td>
<td>7</td>
<td>1–1167</td>
<td>30.51</td>
</tr>
</tbody>
</table>

#### ESTIMATING THE SIZE OF THE SOIL LABILE PHOSPHORUS POOL

The \( P_{DGT} \) at 24 h was converted to an effective concentration using eq 9 to represent the available P from both soil solution and the solid-phase labile pool. This calculation is an attempt to express the \( P_{DGT} \) in the concentrations range of the soil P pools that drive its behavior: the soil solution P and P that can desorb from the soil solid phase during the deployment (eq 9)

\[
P_{E,24} = \frac{P_{DGT,24}}{R_{diff,24}}
\]

where \( R_{diff} \) is the hypothetical ratio of the \( P_{DGT} \) to the concentration in soil solution if no resupply from the solid phase occurred (only pore water P diffusion). \( R_{diff} \) was calculated using the adapted 3D-DIFS dynamic numerical model of the DGT–soil system developed for this work. Input parameters of particle concentration (\( P_{i} \) ratio between the soil dry weight and soil solution, g cm\(^{-3}\)), soil porosity (\( \phi \)), and the diffusion coefficient of P in the soil (\( D_c \) cm\(^2\) s\(^{-1}\)) were calculated according to Harper et al. (1998). The fitted \( \text{K}_{dl} \) was used for estimating the labile/desorbable P (\( P_{labile} \) mg kg\(^{-1}\)) concentration as in eq 10:

\[
P_{labile} = P_{dl} \times \text{K}_{dl}
\]

The \( P_{labile} \) was compared to \( P_{observed} \) and other P concentrations determined via different extracts, as a means to assess if any of them provide a good estimate of the labile solid phase pool. The value of \( T_c \) derived using DIFS corresponds to the time needed to bring the interfacial concentration of P, \( P_t \), from 0 to 63% of its pseudo steady state value. It can be used to estimate adsorption and desorption rate constants using eqs 11 and 12:

\[
k_1 = \frac{1}{T_c}
\]

\[
k_{-1} = \frac{1}{T_c (1 + \text{K}_{dl} \times R)}
\]

---

### Statistical Methods and Tools

All surface plots were performed in R Studio using the ggplot2 package. Pearson’s correlation was used between independent variables and the significance of correlations was judged using standard \( t \) test (significant at \( p \leq 0.05 \) and very significant at \( p \leq 0.01 \)). Where necessary, according to results of the Andersen–Darling test.
for normality, data were ln transformed prior to correlation analyses. Nonlinear regression functions (polynomial of degree 2) were fitted to the surface plots in order to draw patterns of general interrelation between parameters.

**RESULTS**

Experimental $P_{DET}$, $P_{DGT}$, and $R$ values. The average of the measured initial $P_{DET}$ and the $P_{DGT}$ values across the time series (1−240 h) are displayed in Table 1. Soils 1−10 are displayed in order of increasing Olsen P concentration values. As expected, the $P_{DGT}$ values were highest at 1 h and continuously decreased tending to stabilize in an inverse plateau at longer times (usually at 48 h), mimicking a negative power function. This trend reflects a decrease in the rate of P mass accumulation in the ferrihydrite binding layer in time. Since initial $P_{DET}$ does not change, a similar pattern was observed to the ratio between $P_{DGT}$ and $P_{DET}$ ($R$), which represents P concentration at the surface of the DGT device relative to the solution P concentration in the soil that has not been depleted by P diffusion to the DGT (Figure 1). In general, $R$ values showed a steep decline from 1 to 48 h. After 48 h, this rate of decline was much lower (soils 1, 2, 3, 5, and 10) or stabilized (soils 4, 7, 8, and 9), except for soil 6 where the $R$ values tended to increase at longer times. Possible explanations for this behavior of soil 6 could be the growth of a P mobilizing microbe or prolonged anoxic conditions. Further studies are needed to elucidate the reasons behind this unexpected behavior in soil 6. The biggest decrease in the average $R$ values during the experiment (from 1 to 240 h) was in soil 3, from 0.63 to 0.05. It was followed by that in soil 10, with $R$ values changed from 0.92 to 0.14. The fact that in most soils $R$ values kept nearly constant between 48 h and 240 h indicated that near steady-state conditions at the DGT−soil interface were reached.

**Adsorbed P and P Desorption Kinetics Obtained from 3D DIFS Model Fitted to DGT Time Series.** The distribution of error ($E$) values between the 3D DIFS model output and experimental $R$ values, for different combinations of tested $K_{dl}$ and $T_c$ values for the 10 soils are displayed in Figure 2. The fitted optimal $T_c$ and $K_{dl}$ combinations were taken as the ones where the fit between the modeled and experimental $R$ values was the best (lowest $E$, Figure 2). Variation in $T_c$ values affected the shape of the initial part of the $R$ curve (first 48h) while changes in $K_{dl}$ affected the output $R$ values at longer deployment times (72 to 240h). The simultaneous fitting output of $R$ values using the 3D-DIFS model proved to be a challenging process. For example, the optimum fit for soil 2 and soil 8 showed a better representation of the experimental data at the initial 24h ($T_c$ influenced zone), whereas in soils 4, 5, 9, and 10, the DIFS model fits the later experimental data (>72 h) better. The error surface maps between model calculated and experimental values also showed multiple combinations of $K_{dl}$ and $T_c$ could fit one experimental data set equally well. This was especially true for $T_c$ values with a wide range of equally valid solutions. For example, when $K_{dl}$ was set to 10 cm$^3$g$^{-1}$ in soil 10, with the $T_c$ values ranging from 1 to 25 s, the errors between DIFS-output results and experimental data ($R$ values) were nearly constant (approximately 10).

Since the error surface maps showed a wide range of equally valid solutions for $K_{dl}$ and $T_c$ (Figure 2), nonlinear regression polynomial functions were fitted to the surface plots and minimized in order to find single solutions for $K_{dl}$ and $T_c$ for each soil (Table 1). The range of equally valid (minimum error) $K_{dl}$ and $T_c$ values are also displayed alongside their

---

**Figure 1.** Time dependency of $R$ curves for the experimental soils. The solid line and shaded area correspond to fitted linear regression model and its 95% confidence interval using the “natural spline” function of ggplot2 package for R Studio statistical software.31

---
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optimum fitted values. The $K_{dl}$ values were used to calculate the desorbable labile P ($P_{labile}$) using eq 5 and $T_c$ values were used to calculate the rate constants of P sorption and desorption on the soil solid phase using eq 6 and 7 (Table 1). The $R$ values at simulated diffusive only conditions ($R_{diff}$) were similar for all soil samples (ranging from 0.10 to 0.12; Table 1), reflecting the small variations in porosity between different soils under the slurry conditions required for the DGT deployment. The difference between $R$ and $R_{diff}$ ($R - R_{diff}$) at 24 h was also calculated (ranging from 0.04 to 0.20; Table 1), reflecting the relative resupply of P from solid phase during the first 24 h as proposed by Menezes-Blackburn et al. (2016).

A correlation analysis was used to examine interrelations between the $P_{labile}$, $R - R_{diff}$, and $k_1$ with soil background properties such as soil texture, pH, organic matter, and P concentration in different soil extracts (Table 2). In this analysis, only the parameters with high correlation with our
Comparison of 1D, 2D, and 3D DIFS Models. The data collected offered an opportunity to compare the 1D, 2D, and 3D versions of the DIFS model, although this was not a central objective. Soils 5 and 7 were selected for building the error plots between modeled and experimental data, used to visually compare model behavior and agreement (Figure 3). These two samples showed good fit between experimental and model predicted R values and had contrasting predicted K\text{d} and T\text{c} values, which helped to visualize the differences in error function maps and compare the model versions. The same input parameters were used throughout this analysis: K\text{d} ranging from 1 to 20 cm\textsuperscript{3}\textsuperscript{g\textsuperscript{-1}} and T\text{c} ranging from 1 to 10\textsuperscript{4} s. The patterns of error distribution were visually very different between the three DIFS model versions. There was reasonably good agreement between the 1D and 3D DIFS versions on the K\text{d} and T\text{c} solutions minimizing the error between modeled and experimental data, nevertheless the 2D version showed a greater range of K\text{d} solutions and a narrower range of equally valid T\text{c} values. Given the method used to calculate the E-values (eq 8), there is arguably a bias toward K\text{d} and T\text{c} values that provide the best overall model fit to the experimental R data in the first 48 h owing to the greater density of measurements in this period, as noted by Lehto et al. (2008). A further sensitivity analysis targeting the latter three deployments in each soil found that the difference in K\text{d} was less than 50% for soils 1, 2, 4, 5, 6, 9, and 10 (not shown). On the other hand, the measured R values in soil 3 after 48 h were lower than could be achieved by the diffusive only case in the model (R = 0.1), suggesting that an unaccounted for process was progressively removing P from solution during the deployment in this soil. The bias in the 1D model resulted in an 8-fold difference in soil 7 (K\text{d}: 8 cm\textsuperscript{3}\textsuperscript{g\textsuperscript{-1}}) and a 2-fold difference in soil 8 (K\text{d}: 20 cm\textsuperscript{3}\textsuperscript{g\textsuperscript{-1}}) when focusing on the latter three deployments. These are likely to have been due to slowly desorbing solid phases contributing P into solution during the longer deployments that are not accounted for in the single-pool 3D-DIFS model. Overall, the data from the 3D DIFS model provided the best fit with experimental data (lower E-values), indicating that the 3D DIFS model used here provides the best estimates of T\text{c} and K\text{d} values for P in the soils considered.

### DISCUSSION

Phosphorus Lability and Bioavailability in Soils. The DIFS modeling approach has been previously used for the direct quantification of response time of the system (T\text{c}) directly associated with the P (de) sorption rate constants. In order to solve the DIFS models for T\text{c} alone, the distribution ratio (K\text{d}) between P\text{labile} concentration associated with the soil solid phase, and its concentration in solution (P\text{DET}) is needed. The solid-to-solution distribution ratio (K\text{d}) was quantified by Menezes-Blackburn et al. (2016) using bicarbonate extractable phosphorus (P\text{Olson}) concentration as a proxy for the P\text{labile} concentration associated with the soil matrix. The problem with this approach is that there are many methodologies available for quantifying labile desorbable/bioavailable P concentration, such as the many available agronomic P tests, each one of them returning vastly different absolute P concentration values. On the other hand, various studies have shown that DGT-derived values of P availability in soils can provide better predictions of plant yield in comparison with other commonly used P bioavailability indicators such as Mehlich-3, Bray-1, Olsen, and resin P. To check the
accuracy of the approach proposed by Menezes-Blackburn et al. (2016), time series deployments of DGTs were used to fit the DIFS model to simultaneously obtain $T_c$ and $K_d$. Although the approach of simultaneous fit of $T_c$ and $K_d$ is methodologically sound, it returned multiple, equally valid solutions, which is in accordance with previously described work on metals in soil. Additionally, this analysis was biased toward the $T_c$ increasing the uncertainties in quantifying $K_d$, due to the greater number of experimental points on the initial 2 days of deployment, as described herein.

Our results (Table 3) indicated that the use of Olsen P as a proxy for P$_{labile}$ represented a 6-fold overestimation and that the water extractable P would be a more accurate direct representation of P$_{labile}$. Nevertheless, P$_{Olsen}$ and other parameters such as P$_{FeO}$ showed a good predictive capacity and can be easily transformed into P$_{labile}$ estimations for the soils considered by using the formulas and coefficients displayed in Table 3. This step is essential to avoid future miscalculations of desorption kinetic parameters using the methodology proposed by Menezes-Blackburn et al. (2016). On the other hand this finding does not mean that Olsen P and other agronomic P fertility tests are not good predictors of P bioavailability to plants, since specific active root P mobilization mechanisms may increase P desorption and availability.

As expected, P$_{labile}$ showed a good correlation with P concentration in different soil extracts, as well as with the soil total P concentration (Table 2). These parameters represent the soil P fertility status and are most likely associated with the accumulated amount of P fertilizer inputs that these soils received through the previous years. Additionally, P$_{labile}$ showed a good correlation with soil surface area and clay...
content, which are intimately interrelated. Clays, clay sized particles, and soil colloids are expected to harbor most of the P adsorption sites from which \( P_{\text{labile}} \) may be desorbed.\(^{34,35} \)

**Phosphorus Desorption Kinetics.** The value of \( T_c \), outputs from the DIFS model simulations correspond to the time needed to bring the dissolved P concentration from near 0 to 63% of its equilibrium concentration when buffered by the labile pool of P sorbed to the solid phase.\(^{17} \) From \( T_c \) the rate constants of sorption and desorption (\( k_1 \) and \( k_{-1} \)) were calculated using eqs 6 and 7. As previously stated, the approach taken here for minimizing the error between DIFS modeled and experimental DGT time series data was very imprecise in the estimation of \( T_c \), as evidenced by the wide range (over 100 fold) of equally valid \( T_c \) solutions. However, the derived \( k_{-1} \) values correlated strongly with the soil N and C concentrations (Table 2). Dissolved organic matter is known to induce P desorption due to its direct competition with P for adsorption sites;\(^{36} \) thus, indicating that although imprecise, this estimation of \( T_c \) could be reflecting the behavior of the soil (de)sorption kinetics. Once a good prediction of \( P_{\text{labile}} \) is achieved using P concentration in soil extracts and formulas from Table 3, a better and simpler approach would be to use the extractable P and \( P_{\text{DET}} \) to estimate \( K_d \) and then use it as a DIFS model input parameter for the direct estimation of \( T_c \) from 24 h DGT deployments, as proposed by Menezes-Blackburn et al. (2016).\(^{11} \)

**Performance and Implications of Using DIFS Model to Estimate \( K_{\text{fl}} \) and \( T_c \).** The dynamic model of the DGT–soil interaction (DGT-induced fluxes in soils and sediments; DIFS) was created in order to interpret DGT data in terms of the concomitant processes of diffusion and desorption of solute from the soil matrix.\(^{24} \) The first version (1D DIFS) considered only linear P influx toward and perpendicular to the biding layer.\(^{24} \) Further developments to this first version used a transect of the DGT–soil system to partly consider the contribution of lateral diffusion to the mass of analyte accumulated by the DGT device (2D DIFS), improving its accuracy and reliability.\(^{15} \) Although the 1D and 2D DIFS models are the most widely used and the only ones publicly available, there are well-recognized limitations to these DIFS model versions: (i) they do not account for the full extent of lateral diffusion within the soil matrix in three dimensions (3D);\(^{13} \) and (ii) they are constrained in the probe geometry that they simulate, and thus do not consider lateral diffusion within the diffusive gel layer that can affect the calculation of solute fluxes from the soil.\(^{26} \) The 3D-DIFS model provides the most realistic simulation of P fluxes into a DGT device by accounting for diffusion within the soil and the diffusion layer in three dimensions. Nevertheless, like in the case of our study, it needs to be customized for each specific experimental condition (volume and geometry of the soil sample and DGT device) to accurately simulate the entire soil and DGT environment. In our study, the 3D DIFS version was used due to its improved accuracy on the simulation of the DGT–soil interaction, including the simulation of the complete soil volume and also considering the lateral diffusion in the diffusive layer, which is larger than the window of contact between the DGT in the soil. This becomes increasingly important with increasing depletion of dissolved P concentration away from the DGT–soil interface with time.\(^{13,37} \) Irrespective of the model version, the combination of DGT and DIFS offer a unique opportunity to assess the basic principles of movement kinetics of different analytes through soils and sediments.\(^{14,24,37} \)

Our results indicated that there was a large degree of uncertainty in the process of estimating \( K_d \) and \( T_c \) for P in our 10 soil samples using the 3D DIFS model. Additionally, there was poor agreement between the fitted \( K_d \) and \( T_c \) between the 1D, 2D, and 3D DIFS models. Similarly to our results for P, DIFS models have been shown to occasionally have a poor fit to experimental data of metals in soil solution concentrations using DGTs\(^{24} \) or a poor agreement between different model versions.\(^{13} \) The limitations of the DIFS model family are usually associated with the assumptions taken in the modeling approach.\(^{38,39} \) The first assumption, that may not always hold true, is that it considers a single pool of labile P associated with the soil solid phases. In effect, the “lability” is directly related to the soil inorganic P speciation and the affinity for these species by different colloids. Models that consider multiple pools of labile solute, with different desorption rate constants have been reported to increase the DIFS model accuracy.\(^{19} \) Alternatively, the accuracy of these parameters could possibly be improved by fitting the model to a subset of the data.\(^{14} \) This restriction would allow the model to fit independently the initial \( T_c \) dominated or the later \( K_d \) dominated part of the time series of \( R \) curve. In our sample set, many cases were observed in which the DIFS model showed a biased better fit toward the initial \( T_c \) dominated part of the curve, due to the higher density of experimental points in the first day of deployment.

Another DIFS model assumption that may not hold true is that it uses a linear (de)sorption relationship for simplicity, because building a Langmuir type isotherm into the model would add an extra layer of complexity that would likely prevent the model from being easily used. Establishing the P concentration range under which the DIFS models can be used reliably is nevertheless important for accurate performance, especially in situations where the P saturation of the binding sites occurs either through high P concentration, or by competitive sorption of naturally occurring, low-molecular-weight, negatively charged soil organic compounds.

Despite its limitations, the use of DIFS models alongside DGT and DET to assess the kinetics of P (de)sorption and diffusion through soils has been a leap forward in the understanding of the behavior of these systems.\(^{11,13} \) This new approach offers several advantages over other methods of solving soil P (de)sorption kinetics, among them: (i) Similar moisture content to their undisturbed conditions; (ii) use of natural P concentration range without the need for spiking; (iii) better conservation of the P chemical forms from post extraction transformations; (iv) preconcentration of soil solution P on the DGT binding layer, allowing for more accurate results.

In conclusion, the 3D DIFS model was used to interpret a time series of DGT and DET deployments in terms of soil P lability and the rate constants of P interchange between soil solid phase and soil solution. The approach was adapted from previous work related to metal desorption from sediments and soil. Our results showed that an accurate estimation of P lability (desorbable concentration) was obtained, whereas the response time of the systems and their derived rate constants of (de)sorption showed a wide range of equally valid solutions. The labile P was well correlated with soil P status indicators (such as \( P_{\text{Olsen}}, P_{\text{FeO}}, \) and \( P_{\text{org}} \)), as well as with clay content and surface area, whereas the desorption rate constant was well correlated with organic matter related parameters. In general, P
concentration in different soil extracts showed a good capacity for the prediction of the labile P, and the iron oxide strip extractable P was the best performing test in this analysis. However, the water extractable P showed the most similar absolute values to the labile/desorbable P and could be used for its direct representation in future DGT tests, following the methodology proposed by Menezes-Blackburn et al. (2016).18 The approach taken of using DGT time series data was very imprecise in the estimation of $T_0$ as evidenced by the wide range of equally valid solutions. Nevertheless, it was found to be a valid method for fact checking previous proposed methodologies while bringing valuable insights between the dynamics of P interchange between soil solid and solution phases. Refs 16 and 17.
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**ABBREVIATIONS AND SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>inorganic phosphorus</td>
</tr>
<tr>
<td>DGT</td>
<td>diffusive gradients in thin films using ferrihydrite as a P sink at the binding layer</td>
</tr>
<tr>
<td>DET</td>
<td>diffusive equilibration in thin-films (DGT setup, but without the binding layer)</td>
</tr>
<tr>
<td>DIFS</td>
<td>“DGT Induced Fluxes in Soils and Sediments” model</td>
</tr>
<tr>
<td>$P_{DET}$ (mg L$^{-1}$)</td>
<td>pore water (dissolved) P concentration determined using DET sampler</td>
</tr>
<tr>
<td>$P_{DGT}$ (mg L$^{-1}$)</td>
<td>DGT estimated time averaged solution P concentration at the surface of DGT device</td>
</tr>
<tr>
<td>$P_E$ (mg L$^{-1}$)</td>
<td>effective P concentration – DGT estimated soil solution P + labile $P_{labile}$ concentration</td>
</tr>
<tr>
<td>$P_{Olsen}$ (mg kg$^{-1}$)</td>
<td>soil inorganic phosphorus concentration measured via NaHCO$_3$ extraction</td>
</tr>
<tr>
<td>$P_{FeO}$ (mg kg$^{-1}$)</td>
<td>soil inorganic phosphorus concentration using Fe oxide paper strip method</td>
</tr>
<tr>
<td>$P_{ox}$ (mg kg$^{-1}$)</td>
<td>oxalate extractable soil inorganic phosphorus</td>
</tr>
<tr>
<td>$P_{NaOH/EDTA}$ (mg kg$^{-1}$)</td>
<td>soil inorganic phosphorus concentration NaOH-EDTA extract at 1:20 w/v ratio</td>
</tr>
<tr>
<td>$P_{tot}$ (mg kg$^{-1}$)</td>
<td>soil total phosphorus concentration by NaOH fusion method</td>
</tr>
<tr>
<td>$P_{water}$ (mg kg$^{-1}$)</td>
<td>water extractable soil inorganic phosphorus concentration (1:4 w/v)</td>
</tr>
<tr>
<td>$P_{labile}$ (mg kg$^{-1}$)</td>
<td>inorganic phosphorus concentration (solid phase) susceptible to desorption/solubilization by the depletion of soil solution P</td>
</tr>
<tr>
<td>$D$ (cm$^2$ s$^{-1}$)</td>
<td>diffusion coefficient in diffusive layer of DGT device</td>
</tr>
<tr>
<td>$k_{-1}$ (s$^{-1}$)</td>
<td>desorption rate constant</td>
</tr>
<tr>
<td>$k_1$ (s$^{-1}$)</td>
<td>sorption rate constant</td>
</tr>
<tr>
<td>$K_d$ (cm$^3$ g$^{-1}$)</td>
<td>Equilibrium distribution coefficient between solid phase and soil solution</td>
</tr>
<tr>
<td>$R$</td>
<td>ratio of $P_{DET}$ to $P_{DGT}$</td>
</tr>
<tr>
<td>$R_{diff}$</td>
<td>ratio of $P_{DGT}$ to $P_E$ estimated using DIFS for diffusive transport only case</td>
</tr>
<tr>
<td>$T_e$ (s)</td>
<td>response time of (de)sorption process</td>
</tr>
</tbody>
</table>
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