If you called this General Motors c!evcll?pmel}t engineer “n}oon_
struck,” he’d probably agree with you. For he’s a member of the
team whose objective is to put a man on the moon by 1970. " 1

" ‘her with several hundred other engineers, ﬂc‘ieni:_isl'.s and tech-
ri??a?ri;[slf fu_'“;s contributing to the development, fahz-jcai_.mn, assemb%y,
integration and testing of the gu_ida_nce and navigation s;},r:s.tecllnI or
the Apollo spacecraft. His mind is literally on the moon—and how
to get three men there and back safely. ‘
Educationally, he is highly qualified, but [‘astmhangmg‘ tcchnolc:lgy
requires his constant study. If he does not luwf: two degrees alrgiM):,
chances are that he is working on a second right now under 8
tuition refund plan. : .
Throughout General Motors there are llundl'gds’of profesalona].l} like
him working on projects relating to our nation’s space and de ?r:_st;
programs, Like their counterparts who are developing commercia
products, they are dedicated General Motors people.

GENERAL MOTORS IS PEOPLE ...

Making Better Things ForYou
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1. OPENING REMARKS

IRSTLY may I express my appreciation of this invitation to address this con-

ference. I feel particularly honoured at being the first to give this R. A.
Fisher Memorial Lecture, perhaps partly because I have always tried to com-
bine my profound admiration of his scientific achievements with a reluctance to
be blinded by their brilliance; and it could be a matter of opinion how far such
an attempt at detachment qualified me in particular to discuss his work. I
understand that there was no obligation in this lecture to consider Fisher's
work, but it seemed rather odd if in this first memorial lecture one did not take
the opportunity to do so; and a convenient way of doing this, in view of Fisher’s
great influence on the development of statistics during the last fifty years, was
to try to survey this period, with particular reference to the position Fisher
occupied.

Let me make it clear that I am going to concentrate on Fisher's contribu-
tions to statistics. It is well-known that his work in geneties was of comparable
Status; it is largely represented by his book The Genelical Theory of Natural
Selection, thou gh in his subsequent work his further association with ecological

‘And experimental studies in evolutionary genetics, and his share in the develop-
Jhent of studies in the human blood groups, might especially be recalled. Let
e also stress that, in the best and fullest sense of the phrase, I am thinking of

Hlisher g5 g working statistician. My reference in the title of this lecture to

Atatistical methodology implies a deliberate emphasis on statistical method and

fechnique (as distinet, say, from mathematical probability or the finer details

O mathematical rigour), as the field where Fisher was for so long pre-eminent,.

tourse, as we shall see, we cannot separate statistical methodology from the

leory of statistical inference: but it is sometimes advisable, when we find our-

\‘ff_g_ﬂﬁ-il_lg over-excited about the more controversial points of induective

4 To:ft of the first R. A, Fisher Memorial Lecture given in Chieago on December 29, 1904 at a joint session of

Merican Statistioal Assooiation, the Inatitute of Mathematical Statistics snd the Biometrics Society. The

beary ' Was supported by the Army Resenrch Office, Office of Naval Research, and Air Foree Office of Scientific Re-
by Contraot No. Nonr-2121(23), NR 342-043.
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logic, to remember the extent of the common and permanent body of Statisgy k
leg]

techniques now available to us, technicues which if they are to have o _
entific status should be as far as possible independent of the particylg, pe}f.sci'
ophy of the statistician practicing them. llg

2. FISHER AND STATISTICAL INFERENCE

Fisher’s contributions to statistics began with a paper in 1912 ad vocatiy
method of maximum likelihood for fitting frequency curves, although the §
paper of substance was his 1915 paper in Biometrika on the sampling (listpi};&t
tion of the correlation coefficient. The stream of statistical papers Which fol]l.
lowed, especially after he had been appointed as statistician at Rothamsted‘
can perhaps be divided into three main lines, though of course all Mterggp.
nected and exemplifying Fisher's general outlook, which I will commey ¢ Or:-
further in & moment. The first of these three lines consisted of the spate of sl
tions of exact sampling distribution problems, for which Fisher’s geomety
approach proved so powerful. The second was the development of g more
general and self-contained set of principles of statistical inference, especially fop
estimation problems. The third was the emergence of a precise techniqye of
experimental design and analysis.

Now the second line did involve the systematic study of the large-samplo/gp
asymptotic properties of maximum likelihood estimates of unknown parames
ters, a study which is obviously classifiasble under asymptotic or large-sampla
theory. Nevertheless, Fisher was also introducing even here con cepts applicabla
to small samples such as information, likelihood and sufficiency; and by and
large, his aim to provide a logically and mathematically precise theory of sta-
tistical inference in all its aspects seems fairly clear-cut. His ultimate degree of
suceess I will come to later, but there is no question of the tremendous and im-
mediate impact that so many of his results had because of their practical im-
portance and value in statistical methodology. His consideration of small-
sample theory, especially of exact small-sample distributions, was of course not
new. The distribution for ‘# had been correctly conjectured by W, S. Gossef
(“Student’) in 1908, and the problem of the correlation coefficient distribution
was, while previously unsolved, already posed. In fact Fisher at the beginning
of his 1915 Biomeirika paper refers not only to Student’s 1908 paper on the
‘¢ distribution, but to a subsequent paper of Student’s in the same volume on
the distribution of the correlation coefficient where the exact result, in the null
case, was also correctly conjectured. Nevertheless, it seems fair to say that
statistical methods were mostly only available, at least in regard to the assess
ment of their accuracy, in the large-sample sense; and it will be recalled that the
use of Karl Pearson’s goodness of fit eriterion x* was necessarily rather fuzzy
until the degrees of freedom controversy had been resolved by Fisher. Thfﬂ
comprehensive tidying-up of exact distributions was, however, only a concomi=
tant of his assault on the principles of statistical inference in general. Here of
course he was on much more controversial ground. The theory of probabilitfs
on which any statistical prineiples must hinge, was still considered shaky 1?‘?&
logically and mathematically. The mathematical foundations of pl‘Obab‘IM'
theory were hardly satisfactorily formulated until 1933 by Kolmogorov. When

ica)
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iper wrote his 1925 paper on estimation theory, he was obliged to insert an
groductory paragraph on his definition of mathematical probability, This, in
ms of infinite hypothetical populations, was a bit crude. Yet it was the

| issue, as no one doubted that the rules of probability could be success-

0T ; ' .
:"T&?_\' applied to statistical phenomena, The logical question was much more

,-"ndamﬂ“tﬂ-l- How far could one isolate the inference problems in statistics
:j'iom the inference problems in science, or indeed in everything?

' It is to I'isher’s credit that he sueceeded in getting some way. He tried to pose
aroblems of analysis as the reduction and simplification of statistical data. He
ot forward his well-known concept of amount of information* in estimation
ic0rY) such that information might be lost, but never gained (only extracted),
by analysis. His concept has been of great practical value, especially in large-
gmple theory. His attempt to extend its relevance to small samples, by consid-
wing the case of an accumulation of small samples, was ingenious, but still
“rictly tied to large samples; it was rather curious that he did not notice the
bpsult later discovered by various workers and known as the Cramér-Rao
Snequality. But this result is still tied to mean scuare ervor, an arbitrary crite-
Jion in small samples, so that in any case small-sample theory is left more open.
\0n the reduction of data, Fisher’s concept of sufficiency was relevant both for
istimation and testing purposes; though (i) we do not always have sufficiency
(i) even if we do, we still have to make an inference from our sufficient statistic.
While Fisher was strongly eritical of inverse probability methods (the so-called
\Bayesian approach), and rightly emphasized the relevance of the likelihood
function as far as the data were concerned, he did not always make it clear ex-
il how much he was claiming—on the fundamental issue of induction itself
lalways found his writings extremely cryptic. Moreover if others attempted
b expand or develop incomplete parts of the theory of statistical inference,
sich as Neyman and Pearson with their general theory of testing statistical
liypotheses, he was downright rude! Yet the power of a test as introduced by
these authors was a valuable tool in studying the statisticsl properties of tests
I general; and often a very salutory reminder that a negative result in a sig-
fificance test from a small sample might not imply as much as experimenters
¥ersed in Fisherian methods were sometimes inclined to believe.

It now seems convenient to group tests broadly into two classes; those that
e merely ‘goodness of fit! tests, involving perhaps many degrees of freedom,
ind not necessarily very sensitive to particular departures from the null hy-
‘Dothesis i.e. hypothesis under test; and those that refer specifically to one
Prameter, or at most a few parameters, and often better formulated as prob-
9IS of confidence intervals (or regions) for the parameter (or parameters) con-
ed, Such intervals, if efficiently caleulated, indicate automatically the ac-
Hltacy with which a parameter is estimated, and include in effect a test of an
.-.entim range of possible values of the parameter. Unfortunately, this theory of
nfiden ce intervals, as developed by Neyman, is no longer synonymous with
0 theory of fiducial intervals, as developed by Fisher. I say ‘unfortunately’
E'\Mard this divergence as a regrettable red herring in the more per-

-hnk: MOES { (AL /d)2}, where L =log (S| 6) is the logarithm of the probability of a random sample S when &n
"I parameter haa true value 6,
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manent controversy between Bayesian and non-Bayesian methods, If 1 lin
over it for a while, this is not to imply I want to over-emphasize its Signiﬁcan'
in the evolution of statistical methodology, but because Fisher
strongly about it, did not argue fairly with his critics on this issue and gg K
of the founder members of this particular group I consider I have some Y 3
to comment. I suggested a moment ago, as indeed did John Tukey at the 19§
1.8.1. meeting at Ottawa,* that these arguments in the higher flights of statisgi
cal logic ought not to make much difference to our final conclusions i anb
particular statistical analysis (assuming of course that the analysis is bageq on
a reasonable amount of statistical data). Why then do we bother with any of
these more controversial issues? Are they not practically irrelevant tq the
development of statistical methodology and technique? Fortunately yes ¢ o
large extent; but in a deeper sense, all of us tend to be affected in our mpp,
immediate tasks by our mental attitudes and general philosophies. We canppt
therefore expect to divorce statistical methodology entirely from our philosaph}v
of induction; I do hope, however, that we can keep a sense of perspectiye, [
have no expectation of resolving the wider issues by anything I can say in thig
lecture, and do not propose to do more than remind you of them before I finish,

First, however, I shall digress for a moment on the narrower issue of fiducial

probability.
3. FIDUCIAL INFERENCE

Let me recall the situation in 1930. Fisher had just published a paper in the
Proceedings of the Cambridge Philosophical Society entitled “Inverse proba-
bility.” It was in this brief note that Fisher defined a ‘fiducial interval’ for an
unknown parameter 0, with a known ‘fiducial probability’ that the true value
of the parameter was covered by the interval. Discussing the case of an un-
known correlation coefficient p, he said “. . . if we take a number of samples
... from the same or different populations and for each calculate the fiducial
5 per cent value for p, then in 5 per cent of cases the true value of p will be less
than the value we have found’ (loc. cit., p. 535). Fisher’s wording clearly im=
plied, and it was the implication accepted at the time, that the fiducial interval
calculated in terms of the sample statistic » was a random interval, and fiducial
probability a statistical probability with the usual frequency interpretation:
Such an interpretation was even current at the time outside professional statis-
tical circles, for compare the remarks made by Eddington (who would have
been in touch with Fisher's work) in his New Pathways in Science (1939, Pt
126): ‘We can never be sure of particular inferences; therefore we should aim ab
a system of inference that will give conclusions of which in the long run 10
more than a stated proportion, say 1/q, will be wrong.’ 4

At this date fiducial intervals were a particular class of ‘confidence intervals,
particular because Fisher restricted his theory to exact intervals caleulated fro
density functions, and to sufficient statistics. From the standpoint of inductive
logic it must be stressed that the solutions can only be formulated in term$ of &
hypothetical statistical framework. Nevertheless, as a formal alternative to any

Bayes solution it was a precise, ingenious and useful statistical techrii_@ll_‘i'__‘__,.

* See p. 941-4, Linnik et al, (1964).

» Who felg
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It might be noticed that Fisher’s original example was not too happy, as
yisance parameters were strictly involved, and Fisher never himself examined
;n detail the problem of sufficiency in the case of more than one parameter.
* the notorious extension to the difference in means of two samples from nor-
0! populations with different variances, I personally believe that Fisher made
| _stmightforwmd mistake due to thinking of s? as a sufficient statistic for ¢%,
;s_d hence* st/ s5 as a sufficient statistic for o/a3 (if this had been true, the
! Bhrans-l? isher solution of the problem would have been acceptable on the
thodox frequency interpretation, and no controversy would have arisen).
A8 circumstantial evidence I might point to T'isher’s expressionf for the infor-
f@sﬁon on a mean from a normal sample of.size N with unk.nown variance viz.
b“/ (v +42)s?], an expression which has an m.ﬁ nite average in 1'egcztteci samples
“fjom the same population for N <3 and which, as an information formula, 1
I};'egard as meaningless. In my original critical paper (1936a) on the Behrens-
:.:Fighel' problem, I tentatively proposed the information formula

(N — 2)?
(N — 1)s* + N(& —m)*

\yith an average in repeated sampling from the same population of (N —2)/s%
The fireworks that followed the publication of my paper unfortunately anni-
ilated, at least for some time, any further discussion of this separate problem,
\This to my mind is a pity as after nearly 30 years this problem is still to my
‘knowledge not entirely resolved.

The trouble ariges through the factorization of the probability function into
lwo exact factors which nevertheless involve the unknown mean m. It follows
that the usual dropping or cancellation of the differential element in the likeli-
hood function or ratio is not immediate, and this creates some ambiguity in the
proper definition of the appropriate likelihood function. The definition I
adopted led to the splitting of the log likelihood equation for several samples
i=1 . . .7 from populations with common mean m but differing variances or
into two portions as follows:

def

i, dl/
— = —— =0

dm i E'rr: dm

dL n N3 —m)

= = H

dm = ¥
dL’ i (N. -— Z)Ng(:l—:; —_ -m.)

m G Wi — D&+ Ni(@ —m)?

These equations are consistent with the theory of information, but led to the
Paradox that samples of 2 or less contained no usable information. I do not
think this is necessarily absurd when we remember that a very technical defi-

—

* Thig claim, which I consider an error, is repeated by Yatea (1964, p. 347).

1 8eo Fisher (1035b). §74.




400 AMERICAN STATISTICAL ASSOCIATION JOURNAL, yyyy .
8

nition of information is being used. The mean #; still contains the 8mMmoyyg
information N;/o7, whether we know ¢f or not; the question here is whg ﬁ.aof
tion of this can be combined with that from other samples in an equatiqy, Pro
viding an estimate with precise and optimum aceuracy. (For further discussio..
relating to this problem, see Neyman & Scott (1948) and James (1959).)

Coming next to the difference in means problem itself, I pointed out, at the
time that with two observations @4, %@ for each of two samples (3""1, )
either of the statistics

v 1y + Ty — Loy — Ta(2)

| 21y — Z1y + Tty — Zacay |

Ticy 1 T2y — Tay — T

t”

| 10y = Tacey — Bacwy + B2 |

provided a f-quantity for testing mi=m. with one degree of freedom. Both
Fisher and Yates have objected to the element of choice in #’ and ¢”’. T agpeq
this is a weakness, but my purpose was not to put forward the best test, butg
valid test serving to refute the Behrens-IFisher solutions (which takes in effect
the less divergent of ¢’ and ¢’/ as a t-quantity with one degree of freedom). The
test I actually proposed and used amounted in this case to using an estimateof
o3+ 03 by taking the mean square of the denominators of ¢’ and ¢’/ and assigning
it an unknown number of degrees of freedom between 1 and 2, and hence cer-
tainly as great as 1. (If 0¥ =03, it would have 2 d.f., whereas if either o? or o}
were zero it would have only 1.) This proposed test, being both valid and supe-
rior to the use of ¢’ or ¢’ emphasized even more, in my opinion, the ‘inefficiency’
of the Behrens-Fisher solution.
Yates (in the paper cited) discusses the case

Ti1) = 101, ,11}1(2) = 19'7, Ta) = 165, To(2) = 26-2.

This example gives

|¢| =o0-67, |¢]| =129, |T| =0-95.

I do not know whether the use of T provides the optimum test in some sense,
but I certainly believe it superior to the Behrens-Fisher test. For such a small
sample (really too small for statistzcal inferences) it seems difficult to pin dq“'fl
further the uncertainty in the number of degrees of freedom for 7' by makifg
use of the observed variance ratio s}/s3, though for larger samples Welch (1947)
has shown how this may be done.

Incidentally, it has been shown, for example, by Jeffreys, that the Beh{'ﬁﬂﬁ:
Fisher solution is the Bayes solution for uniform and independent prior d1st~r-11
butions for my, ms, log o1 and log oy This is hardly a result to be used in sjtlpl.’];’u_
of fiducial probability; but in any case I would not regard such prior distr!
tions as very sensible in this problem, as they are incompatible with any B
and non-zero observed value for §2/s2 to be used in the solution (cf. J4%
loc. cit. p. 80). oo

Fisher had in his 1935 paper generalized rather tentatively to the concep
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:smmltaueous fiducial distributions, appearing to argue largely by analogy from
Jhe case of a single normal population with unknown mean and variance, a
' roblem where no difficulty arises. In my own paper I noted that the single
; opulation case could be extended to any joint problem of location and scaling,
in the sense that valid and consistent classes of confidence intervals for either

arameter, when the other was known or unknown, could be generated from the
yro-parameter fiducial distribution. This result was independently noted by

pitman in 1938. When valid confidence intervals do not exist, I do not consider
fhat & case for a separate class of fiducial intervals, derived independently
ither of the theory of confidence intervals or of inverse probability, has been
\tablished. A good deal more has been said or written since these early papers,
‘put I cannot see that it has taken us much further forward. This applies, for
ample, to the discussion on fiducial probability at the I.S.I. meeting in 1953
ot Ottawa,* where indeed support for my doubts on the value of fiducial infer-
ence as such will be found, for example from Lindley and Pitman, though ad-
mittedly not in every instance from the same side of the Bayesian fence. This
view would not of course be supported by others, such as Barnard and Birn-
‘baum, the latter writer’s notion of ‘intrinsic confidence intervals’ being appar-
ntly close to Fisher’s fiducial intervals. But I do not feel disposed to accept
further concepts unless they have some demonstrable practical value. I can see
some pros and cons in the case of the Bayesian, non-Bayesian, controversy,
depending on one’s attitude to the relative status of statistical probabilities
ind probabilities as degrees of belief. Both these distinet probability concepts
bave, whatever our personal predilections, considerable acceptance and recog-
nition, both from statisticians and philosophers; yet more probability concepts,
with no very clear interpretation, are hardly something we can welcome.

4. BAYESIAN INFERENCE

Having digressed for too long on fiducial inference, I hope I shall not do the
Bime with Bayesian inference. However, some comment is unavoidable, as, in
fpite of Iisher’s onslaught on inverse probability during his lif etime, an attack
With which, with some reservations, I coneur, the Bayesian approach is still
very much with us. Indeed, from the efforts of Jeffreys, Savage, Good, Lindley
ind others, its status has been growing of late. This has partly been due to the
development of decision theory and the introduction of loss functions. Never-
theless, as I see it, there are one or two fundamental issues in the use of Bayes-
i methods in statistical inference that are too often ignored or played down
by one side or the other.

I have reminded you that there are two distinet probability concepts. One,
the statistical, is narrower in scope but more precise within its proper context
than the other, the notion of degree of belief.t The subject of statistics has not
only an almost universal range of application, but its meaning has also tended
% broaden from the orthodox one of being concerned with population or group

*8ee Linnik et al. 1964.
1 Inanawer tos query by F. J, Anscombe aftor my leeture on what I mean by this remark, perhaps I could refer
Y note (1036h), the last sentence of which conoludes: '(Statistical) probabilities may ba said to exist objeotively
U8 ugynl and nevessary sense—that they are theoretically measurable, and sufficiently well substantinted by

Hmaent,
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phenomena. I think this last trend has been rather confusing. Statisti
nomena have their own properties associated with laws of 121.1.'gc m':b :Gal bl
ergodic theo‘ry that are quite separate logically from our overridin i“ =
?stant rllc(fesszty to be making decisions and inductions in any field !:im
is statistical or not. If a comprehensive and unique theory of ind;w\t'lether it’
acceptable for all phenomena, as some Bayesians would c.i;l,im t]‘let-l I*{ton' W
phlenomcnﬂ, n:ould naturally be dealt with in the same way. Tilm'c iﬂh ?tmtma
ev‘ldcnce (which as good statisticians we must not supprcss‘) that this III ‘f‘ i bj-' o
ation .doc.s not exist. As this is so, it is open to the statistician to .a,nl‘(ial o
material in a manner which he thinks useful and explicable both to hilcL ..YSe hS
to otl'xers; :m(} to this end he has developed various tcclnﬂques and e,
especlally.demgned to reduce and simplify statistical data. Further thmcmlpds
(.lo 11015 thgnk we can go. It is not surprising that the statistician in tlim il
fO-r objective results has often formulated them in terms of statistical '3 Sear(':h
}t.les., ff)r example, statistical confidence in conclusions—the so-callﬂciJ I‘Zbabﬂ.'
}our.lst'lc’ a.,pproach, ag Neyman has put it. Certainly, this type of proced "
its limitations and dangers, but there is a fundamental impasse here thatug3 s
jbe clearly stated—I do not think, for example, that Fisher was read tos ((i)ul'd
it, although, somewhat ironically, the small-sample theory which Fisb}rler }? lmm
so much t9 develop rather brought it into the open. The statistical a S
cannot.by. its nat.ure deal with the unique sample—it must contemplatezfr:' ac'h
.cal va?latlon which often from the Bayesian angle is irrelevant and a soua .
1nf3fﬁc1ency. The statistician can attempt to reduce the effect of irrelevantrce (?f
a.tlon by condﬂnonal inferences and the like, but he cannot eliminate all o
tions of sampling variability or he has no probability distribution to Workqu'eﬁ;
at al.l. B.ut the Bayesian cannot deal with the unique sample either exce Z.Vlb
moving into a different field-of discourse, the quantitative aspects of whié)h a 4
debatable. TheI.'e are various distinguishable sehools. The one includin Goors
apd Sava.ge assign personal degrees of belief and utilities to relevant gro 08i-
tions. This seems to me of possible value to an individual, for example I;n gusi—
ness,.assessmg.hls own different courses of action. I am no% convinced I’lowever
that it can claim scientific validity unless the degrees of belief can bé enerall);
accepted and h_ence idealized. This is the standpoint of Jeffreys andgpossibly
o.f Llndle\'y. It. is, for example, not unreasonable to assign a uniform conven-
tl.onal prior distribution to denote prior ignorance in the case of a finite and
dlscr'ete .set of alternatives. This is in line with information theory in the com-
Ipunlcatlon theory sense (i.e. Shannon’s concept, not Fisher’s) %‘his is, I be-
11eve_3, as fa,r as the logician Rudolf Carnap got; and there are cox.lsiderabl’e diffi-
culties with any more complicated but equally common prior distribution prob-
%ems. I1:J seems in any case meaningless to me to claim quantitative induction
in a unique situation. SE)]ne common features with other similar problems &€
z;a;:ﬁ;gmzeii Ibmieet.i, I fﬂunk Reichenbach went so far as to claim that no indué=
ns could be formalized except on a frequency basis. Concentration on the
unique ssjmple can be carried too far. Yet once some behaviouristie or frequency
Justlﬁcatlcp of inductions is sought, the Bayesian has an additional problem to
(:(.mtt‘md _w1th. It is then necessary to distinguish between his assigned prior
distribution and the true prior distribution, which certainly exlists in some

b ang
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I _.in & frequency sense. Of course, in some sufficiently well-defined statistical
¥ ations a whole process can be studied as one problem, and the so-called

I irical Bayes' procedures of Robbins seem to fit in here. But in a typical
* plem, say in decision theory, whereas most statisticians would grant that
ﬁh the right prior distribution (in the frequency sense) and loss functions,
L. Bayes approach (including loss functions) would be the optimum one, and
prefore certainly worth formulating, it is not always made clear what happens
ir-ﬂg is more likely, the wrong quantities are used.

The Behrens-Fisher test seems to afford an example where the use of a eriti-
Jble prior distribution leads to a solution inferior to other possible tests. Of
*se decision theorists have been aware of this problem ever since Abraham
-.Wd developed decision theory and suggested the use of the minimax principle;
it neither he nor later workers were very satisfied with this particular sugges-

.

'ﬁDAt present there is no final reconciliation of the Bayesian and non-Bayesian
ypproaches; but at least the situation is hopeful in that there seem signs of less
gmatism, and more appreciation and tolerance of these respective viewpoints.
[think even the Bayesians have appreciated some of Tisher’s concepts such as
ylficiency, likelihood and information, although they may be less relevant to
ileir own approach (cf., however, Pratt, 1964) and although, like some of the
'_mi, of us, they may query the point of any of them, if put forward as concepts
fitheir own right without the need for some acceptable probability interpreta-
fon. Some years ago (in my Inaugural Lecture at University College) I ex-
pessed the view that a final resolution of the inverse probability controversy
nust await a resolution of the question how much objectivity to assign to sci-
woe and scientific theories. We may now admit Karl Pearson’s thesis that
wentific laws are man-made, but this does not prevent our proceeding on the
lines that there is an objective world of phenomena to be deseribed. A statisti-
fisn who sets up a statistical model to be tested or whose parameters are to be
wtimated is proceeding along a well-known scientific path deseribed by R. B.
Braithwaite as following the hypothetico-deductive method. My own inelina-
fion is to follow this path. My impression is that it was Fisher’s inclination also,
8 least in much that he did; but his claims for some kind of absolute validity
and objectivity for some of his concepts such as fiducial inference seem to me
tther to have fogged the issue.

There is some interest in one of the most recent (1962) notes of Fisher’s in
Which he tried to show that inverse probability could in suitable cases be formu-
lited in unequivocal terms. The type of example he took was one where parti-
tles are being emitted randomly at an unknown rate, and the investigation was
Atranged in two parts, the first part consisting of the random time to the first
®Mission, and the second part containing some further statistical information
o _the same unknown parameter. Fisher formulated his solution in the terms
o inverse probability, but as far as 1 can see he was merely combining two
lnd‘?l)endent pieces of statistical information and no new situation has been
Ugineered. s discussion merely seems to me to emphasize a failure in his

ter years to make it clear to others what his probability inferences for an

Unknown parameter meant. As he had by this time rejected the frequency
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interpretation the only other recognized interpretation is a degree of belief
but if so interpreted his formulation has to compete with more orthodoy Bag:
esian approaches. In spite of some obvious advantages if an acceptable syste 3
of inference in terms of the statistical data alone could be formulated, 1 can
see no evidence that Fisher’s later point of view has really been helping the
development of practical statistical methodology, and this to me at leggt i3
perhaps the most important eriterion by which to judge.

I am afraid I have after all spent rather longer on these controversial iSSuey
than is perhaps justified, bearing in mind my expectation that they will remgj,
with us for some time—certainly 1 have been longer than I originally intemle&
in a discussion primarily on statistical methodology. To recapitulate, it haq
been suggested that the basic issue is on Bayesian versus non-Bayesian meth.
ods, and that Fisherian variants on the non-Bayesian approach should ngt
obscure this. It has, however, also been pointed out that there are at least three
Bayesian approaches, the individualistic or personal approach of Savage the
epistemological approach of Jeffreys, and the prior frequency approach often
attributed to Karl Pearson. In earlier writings on this subject I have where
clarity demanded it used different probability notation for different concepts,
and T at least would find writings by others clearer if the same practice were
followed, especially now that the different probability concepts have multi-
plied.

DIFFERENT PROBABILITY CONCEPTS WITH POSSIBLE NOTATIONS*

Concept

. Rational degree of belief (epistemological
approach e.g. Jeffreys)

. Statistical probability or chance (assumed)

. Degree of belief (personal or individualistic
approach e.g. Savage)

. Estimated or guessed, e.g. prior, probability
(frequency approach)

. Fiducial probability (where equivalent
confidence probability)f P2

. Fiducial probability (Fisher) ot

% Underlining denotes previous usage.
1 In answer to a referee, confidence probabilities that are not fidueial probabilities might where neces

denoted by ¢p (or cpy).

gaTY bo

Tt will be a relief now to turn to less debatable issues. Could I just note first
however, how our basic approach may unconsciously affect our attitude to
particular branches of statistical methodology. There has, for example, beet
invaluable work done in recent years on ‘non-parametric methods.’ These
methods are often much more ‘robust’ against the correctness of backgrou®
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ﬁsumptions about the model used, and therefore have an important réle to
Jay in modern statistical methodology; but I would be reluctant to see the
nmgist.iciun relinquish his responsibility to set up explicit statistical models
hich represent, as far as he can manage, the situation he is investigating and
malysing. Indeed, with the coming, say, of operational research, or of mathe-
qatical biology, the use of models has been spreading, and their use by the
gatistician becoming more diverse and intricate.

5, THE DEVELOPMENT OF EXPERIMENTAL DESIGN AND ANALYSIS OF VARIANCE

Fisher’s quest for precise methods of statistical inference led him to make

‘remendous advances in the technique and analysis of statistical experiments,
iis contributions in this general field being as important practically as anything
use he did in statistics. 'rom his day-to-day contact with agricultural experi-

pents at Rothamsted, Fisher ecame to realise the essentials of good experi-
nental design. He perceived the simultaneous simplicity and efficiency of

ialanced and orthogonal experimental designs. If any statistical assessment of

aror was to be possible, replication was of course necessary, and equal numbers
o plots per treatment optimised the design and greatly simplified the ‘analysis
of variance’ technique that was developed to go with it.

It was at this point that Fisher introduced one vital prineiple. When statisti-
wl data are collected as natural observations, the most sensible assumptions
sbout the relevant statistical model have to be inserted. In controlled experi-
mentation, however, randomness could be introduced deliberately into the
design, so that any systematic variability other than due to the imposed treat-
ments could be eliminated. This has been an invaluable device in practical
axperiments and sampling surveys of all kinds. Incidentally, it is a device that
has been a source of some logical difficulty to the orthodox Bayesian (see Savage
tal., 1962, especially pp. 87-91).

The second principle Fisher introduced naturally went with the first. With
the statistical analysis geared to the design, all variability not ascribed to the
influence of the treatments did not have to inflate the random error. With
tqual numbers of replications for the treatments each replication could be con-
tained in a distinct block, and only variability among plots in the same block
Were a source of error—that between blocks could be removed. This principle,
like the first, is also of course of extreme importance in the design of sampling
Surveys,

The third principle Fisher introduced was in connection with treatment
Ymbinations of more basic factors, such as the testing of combinations of the
three primary fertilizer ingredients, nitrogen, phosphate and potash, in agri-
fltural trials. Fisher emphasized the gain by testing all combinations and

Teaking down the analysis into the separate degrees of freedom for main
tieots, first-order interactions and so on. This technique of factorial experi-
fentation cut right across the current practice which Fisher eriticized in his

%k on The Design of Experiments (1935b; p. 96) referring to the ‘excessive

‘!‘1&35 laid on the importance of varying the essential conditions only one al a
| L . . . - . .
e’ e showed how the individual factors could be numerically assessed in

€ absence of inleraction as if the other factors were absent, with, moreover, a
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wider inductive basis for the assessment. Moreover, if interaction wey
ent, information was obtained on its effect that could not have been obei-, .
by separate testing of the individual factors. Hined
It will be noticed that the value of these methods was not dependent, ¢
statistical analysis, but the simplicity and elarity of the relevant ana,lll tl-le
which TFisher emphasized was dictated by the design, greatly contributeﬁsml
their rapid world-wide popularity. The analysis was basically classica] ]q e
squares analysis, but the orthogonality of the design rendered the estima:}s 9
problem trivial. The associated estimation of error was systematized 1 ‘1;011
technique of ‘analysis of variance,” perhaps a slightly unfortunate title a.):s t{le
analysis mainly consists of a numerical breakdown of the total sum of sqy, 'le
of the observations into its relevant additive parts. Once the technique i}l;les
evolved (which did not happen overnight) and the appropriate sigﬁiﬁoanad
tests were made available from statistical tables, based on Fisher’s derivaty 3
and tabulation of the variance-ratio distribution, more complicated lea::
squares problems, such as non-orthogonal designs or multiple regression ang] 1
sis, could also be dealt with. 4
It might be remarked that all this technical advance in experimental design
had its dangers. The design and analysis were logically more tied to the null
hypothesis of no treatment effects than to any alternative, and this gave some-
what undue importance to the réle of the significance test. The validity of the
metho.ds for small samples was sometimes confused with their sensitivily. The
complications that might ensue once the null hypothesis was false were not
always followed through. The additive set of interactions in factorial experi-
ments was always logically correct, but less practically relevant in some con-
texts than in others. Such limitations are, however, not dissimilar logically from
those in other statistical fields of analysis. It is a tremendous practical gain to
have simple, efficient routine methods of analysis, always provided that they
are not elevated to a blind ritual.

6. MULTIVARIATE ANALYSIS

One of the useful extensions of analysis of variance technique for the analysis
of experiments was the so-called analysis of covariance technique for adjusting
final observations by initial ones made before treatments have been imposed.
?I‘his technique is of one personal interest to me as being, back in 1933, the firsh
}nstance I had that Fisher, like the rest of us, could err, in this case at least by
}mplication. At that time he had merely given the adjustment without stress
ing that the ensuing non-orthogonality necessitated further analysis if an exach
test of significance of treatment effects was required.

The simultaneous analysis of variance and covariance is of course something
different, being an example of multivariate analysis as more usually defineds
Fisher shares primarily with Hotelling in the United States and Mahalanobis il
India the distinction of developing this technique, which has with the greater
availability of computers been growing of late in importance, I have oceasion®
ally noticed a tendency to denigrate I'isher’s astonishing power of geomctrieﬂ
reasoning, which T mentioned earlier, and which was to assist him in obtainité
so many solutions of sampling distribution problems. It was the same approdct
that enabled Wishart to obtain with IPisher’s guidance the so-called Wishatt
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wriblltio n. It was the same approach too that enabled Fisher in 1928 to obtain
'Bi“ general distribution of the multiple correlation coefficient, & derivation that
| people understood. I remember when lecturing in Cambridge before the
|\p preferring Wilks’ analytical derivation for this very reason. When I re-
qned after the war, J. O. Irwin happened to raise the matter again in con-
® ation, and I returned to Fisher’s orginal derivation. This time I was de-
inted that T could follow if, and at onece realized that his argument could be
“tended in principle to the general distribution of canonical correlations, a
iimblem with which I was in consequence able to make some headway.
g It was always something of a surprise to me that Fisher did not himself con-
finue to make full use of geometrical argument in establishing the sampling
Yfeory for multivariate analysis. The sampling theory of his linear discriminant
Jinetion was implicit in Hotelling’s earlier work on the multivariate extension

| the t-test, but the effect of eliminating a hypothetical discriminant function
.i[dr even a hypothetical first canonical variate in the more complex sampling
woblems of canonical correlation analysis) could also be studied by means of
Mo reciprocal sampling relations between two sets of variables. Fisher, by
\lempting to proceed rather formally by pseudo-analysis of variance tech-

Hique, was led at times into definite errors.*

7. TIME SERIES AND STOCHASTIC PROCESSES

One man, even of Fisher’s calibre, cannot of course maintain the same level
f1all relevant areas. In retrospect, one can attempt to see Fisher’s work against
Il general scientific background; and my own impression is of one rather
rious omission in its coverage. His comparative neglect of the important
Qontinental work on the foundations of mathematical probability I have al-
tady suggested was on the whole not practically very important. This neglect,
lowever, extended to developments in the theory of random or stochastic
Jtocesses, even when such developments were not of the more fundamental
fipe associated with such contemporaries as Kolmogorov, Khintchine and
Slutsky in the U.S.S.R., or Wiener, Feller and Doob in the U.S.A., but were
isociated with the more immediate problems of statistical theory and analysis
Sich as the work in his own country of G. U. Yule on time series and A. G.
McKendrick on stochastic models in biology.

This was particularly surprising in view of Fisher’s active interest in
Hochastic processes in genetics. Thus Fisher’s papers on the statistical analysis
jﬂfldata recorded in time included some interesting work on orthogonal polyno-
-.m':ﬂl fitting, but a rather rigid adherence to classical least-squares procedures.
Hi‘i 1929 paper on the ‘Studentisation’ of the classical significance test of a
#rict harmonic component (of unknown periodicity) came later than Yule’s
‘f“jmous 1927 paper on autoregressive models for stationary time-series, but no
_.'?'sflllssion of the repercussion of Yule’s work on the whole subject of periodicity
;In time-series, or indeed any reference at all to it, was made. It should not be
letessary to remind you of the tremendous progress made with time-series

f"ana_lYSis since then, progress which is making this subject one of the most
'.Wevelcping branches of statistical methodology at the present time.

'-.ql; Cf. for example, Fisher's discussion in Statistical Methods for Research Worker's, 10th Ed. (1946), Example
80d my own (Bartlett, 1051-2, §4).
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The work of McKendrick was less directly connected with statistica] meth
ology, but fundamental in the development of stochastic models in biology :d..
medicine. Moreover, it had indirect relevance to the study of ‘contagioyg.4 )
distributions by Greenwood, Yule, Polya and Neyman. Here Fishep v,
common ground with these other workers in the overlooking of Mc¢Keng
work, which included, for example, the derivation in 1914 of the ne
binomial distribution as a contagious-type distribution.

The problems of statistical analysis and statistical methodology arising jy
the general area of stochastic processes are very important and compley, a8
have indicated already elsewhere (1959). They are certainly not confined g4 the
problems of time-series analysis in the usual sense, and are rapidly growing gg
the use of stochastic process models develops in biology, economics, indugtyy
medicine and psychology. ;

o
rickdy
gartli\'e

8, CONCLUDING REMARKS

It would be foolish of me to pretend I could adequately assess all the ¢op.
. tributions to statistical methodology made during the last fifty years. I have not
even mentioned yet the brilliant work done by Abraham Wald during the lagt
war on the principles of sequential sampling. There are plenty of important
developments on the more strictly practical level, such as the great develop-
ment in the principles and practice of sampling surveys, or the development of
cohort analysis in demographic studies. I am sure I shall be accused, especially
on this side of the Atlantic, of underemphasizng the role of decision theory in
modern statistics, my rather cursory references to it being associated with my
view that (i) it is not properly classifiable as statistics, as I understand this
term (I feel tempted to say it is more a way of lifel), (ii) it involves concepts
such as loss functions and prior probabilities which I find quantitatively to be of
dubious practical value in the study of statistical phenomena, at least in the
scientific field.

Obviously I have, while ranging to some extent outside Fisher’s own a¢
tivities, made these the starting point of this survey. With regard to his own
work, my somewhat protracted preoccupation with the more debatable issues
will be disliked by his more dedicated admirers. The trouble with great men,
especially those with temperaments of comparable stature, is that they 8K
liable to excite either allegiance or rebellion, This does not facilitate an objecs
tive judgment. However, let me recall Professor M. Fréchet’s words: (1963, P:
169):

“Tes statisticiens du monde entier savent quelle dette ils doivent & 1’ duole
slalistique brittanique, et, en particulier, aux deux grands savants qui onty LUk
créé, Vaulre transformé la statistique mathematique, Karl Pearson et Sir Rond
Fisher.”

Fisher would no doubt have thought Fréchet only half-right; but for Ourf_lel"e?’
we do not have to accept Fisher’s complete infallibility in order to recognize
greatness as a scientist, and like Fréchet, acknowledge the permanent
which we all as statisticians owe him.
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